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ABSTRACT

With the continually increasing of infants’ mortality rates and birth defect
rates, Low Birth Weight (LBW) is of concern for everyone. A woman’s behavior
during pregnancy such as smoking habits can greatly alter the chance of carrying
infant in abnormal term. LBW fetus is baby with a weight of less than 2,500 grams
at birth. Characteristics of baby with LBW include born prematurely and small body
for their age. Because of the problems with the placenta and the mother’s health
particularly during pregnancy, the infant has less time to grow and gain weight in the
mother’s uterus. It can also caused by environmental factors and inheritance
genetics. Consequences, LBW infants face a higher risk of death within the first year
of life and have higher rates of disability and disease than other normal infants.
Hence, the purpose of this project is to purpose a classification technique, Neural
ensemble Based C4.5 (NeC4.5) on prediction of LBW fetuses through developing a
classification application while compare the result analysis with Decision Tree C4.5
and RBF Neural Network. This thesis describes the analysis, design of NeC4.5 and
result analysis. Basically, this application involves three modules which is data
loading, data classification and result analysis. Object Oriented Analysis and Design
has been chosen as a methodology for this project and will be implemented along
the application development process. After carried 10x10 cross-validation of
classification for NeC4.5, result analysis in term of mean Accuracy and mean F-
measure shown that NeC4.5 has a best overall performance than the other two
techniques due to it is a hybrid technique where its generalization ability can be
better than Decision Tree C4.5 and its good comprehensibility. Hence, NeC4.5 is a
good classifier towards solving LBW problem. However, the execution time
performance still needs to improve in the future.
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ABSTRAK

Dengan peningkatan mendadak bagi kadar kematian dan kecacatan kelahiran
bayi, berat lahir rendah adalah dititikberat oleh masyarakat. Tabiat bagi wanita hamil
secara tidak langsung adalah disyaki yang mengubah peluang pembawaan bayi yang
luar biasa. Akibatnya, kejadian berat lahir rendah bayi dengan keberatan kurang
daripada 2,500 grams selepas lahir. Biasanya, ciri-ciri bayi yang lahir berat rendah
adalah sama ada lahir sebelum cukup waktunya atau memiliki badan size yang kecil
bagi umur mereka disebabkan masalah plasenta, kesihatan ibu terutamanya semasa
tempoh kehamilan, kekurangan masa perkembangan dan kedapatan berat secukupi
bagi bayi dalam ibu rahim, faktor-faktor persekitaran, genetik warisan dan
sebagainya. Justeru, hal kejadian ini menyebabkan bayi menghadapi risiko yang
tinggi meninggal dunia dalam tempoh satu tahun selepas kelahiran dan
kekurangupaya serta menghidapi penyakit berbanding bayi yang biasa. Dengan itu,
tujuan projek ini adalah mencadangkan satu teknik pengkelasan yang dinamakan
Neural ensemble Based C4.5 (NeC4.5) bagi ramalan berat lahir rendah bayi melalui
perbangunan satu aplikasi pengkelasan sambil membandingkan keputusan
analisanya dengan dua teknik pengkelasan iaitu Decision Tree C4.5 dan RBF Neural
Network. Tesis ini menerangkan analisa, rekacipta bagi NeC4.5 dan keputusan
analisa. Biasanya, aplikasi ini terdapat tiga modul iaitu muatan data, pengkelasan
data dan keputusan analisa. Teknik Analisa dan Rekacipta Berorientasikan Objek
dipilih sebagai metodologi bagi projek ini dan akan dilaksanakan dalam sepanjang
proses pembangunan aplikasi ini bagi memastikan matlamat projek ini tercapai.
Selepas menjalani /0xI0 cross-validation bagi pengkelasan NeC4.5, keputusan
analisa dalam bentuk julat ketepatan (mean Accuracy) dan julat pengukuran F (mean
F-measure) menunjukkan bahawa NeC4.5 mempunyai keseluruhan prestasi yang
terbaik berbanding dengan dua teknik yang lain itu disebabkan ia merupakan teknik
kacukan di mana kebolehan pembiakannya lebih baik daripada Decision Tree C4.5
dan pemahamannya yang baik. Maka, NeC4.5 adalah pengkelas yang baik bagi
menyelesaikan masalah LBW. Akan tetapi, prestasi masa perlaksanaan masih perlu
diperbaiki pada masa depan.
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CHAPTER 1

INTRODUCTION

1.1  Project Background

With the continually increasing of infant mortality rates and birth defect
rates, Low Birth Weight (LBW) is of concern for everyone. A woman’s behavior
during pregnancy including diet, smoking habits, and receival prenatal care can
greatly alter the chances of carrying the infant to term, consequently, of delivering
an infant of abnormal birth weight called as LBW.

A baby with a weight of less than five pounds (2,500 grams) at birth is
classified as a LBW baby. Characteristics of baby with LBW include born
prematurely and small body for their age. Due to the problems with the placenta and
the mother’s health particularly during pregnancy, the infant has less time to grow
and gain weight in the mother’s uterus. Furthermore, it can also caused by
environmental factors, inheritance genetics or other factors. Consequences, LBW
infants face a higher risk of death within the first year of life and have higher rates of
disability and suffer several diseases such as Sudden Infant Death Syndrome (SIDS)
than other normal infants. Hence, we must concern on this issue and prevent it from

continuously occurring by predicting this occurrence of LBW infants.

Moreover, it is difficult to find the relationship between infants and maternal
in the way to solve this problem. This relationship is important for pregnant in the

way to determine whether a maternal carry a LBW fetuses. If that relationship is

© Universiti Teknikal Malaysia Melaka



strong, then the maternal health and her lifestyle is more concern in the way for
successfully delivery of normal fetus. So, in order to prevent delivery of LBW fetus,
this relationship must be known.

Furthermore, the relationship between LBW fetuses and lifestyle of normal
infants also concern to be important. This relationship is vital as it determine how
closer of LBW fetuses with normal infants lifestyle. If that relationship is strong,
thus LBW case must take a lot of concern as it can affect the lifestyle of infants in

growing process. More seriously, LBW can decrease population rates.

Currently, researcher has been conducting the classification of LBW data by
using Logistic Regression (LR), tree classification, Random Forest, and etc.
However, all of these techniques are statistical techniques, the role of soft computing

techniques still haven’t realized.

1.2 Problem Statements

It is hard to predict the causes of this problem (LBW). The delivery of LBW
fetuses probably caused from various factors whether there is factor environments,
mother’s health or factor genetic. Hence, there is a conflicting task to deal with this
problem without knowing the causes of LBW. Consequence, the infant mortality

rates and birth defect rates are continually increasing over the year.

Besides that, there is also no researcher use this hybrid soft computing
technique, NeC4.5 on the prediction of LBW fetuses. According to Iacus and Porro
(2006), most of them use statistical techniques on this prediction. Hence, the

efficiency of soft computing technique towards this prediction has not been realised.

Moreover, medical doctor is still finding the factors of LBW fetuses. They
want to know the exact causes of LBW fetuses in order to decrease infant mortality
rates and birth defect rates.
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1.3  Objectives

The main objectives of the proposed project are as follows:

e To propose classification technique on prediction of LBW fetuses.

e To compare proposed classification techniques with two others benchmark
classification techniques in the prediction of LBW fetuses.

e To develop classification application based on the proposed classification

technique.

1.4  Scope

The scope for this project is going to propose a classification technique
which allows users to perform classification task on LBW dataset collected from
Baystate Medical Center, Springfield, Massachusetts. Besides that, I also performed
classification over LBW dataset by using proposed hybrid soft computing technique,
Neural ensemble Based C4.5 (NeC4.5). Then, compare with two others benchmark
classification techniques which are Decision Tree C4.5 (C4.5) and RBF Neural
Network (RBFN). Moreover, it is also classify data with appropriateness setting of
test options. For this classification of LBW dataset, it uses 10-fold cross validation
to train the data. It is also compare the classifiers by using suitable evaluation
performance measurements in order to determine which classifier has a best overall
performance towards LBW fetuses meanwhile time performance are not in term of
measurement. In this project, the average accuracy and the average F-measure of
classifiers are assessed. Then, a Paired T-test is used to compare the performance of
proposed classification technique with two others benchmark classification
techniques on the prediction of LBW fetuses. Furthermore, this project going to use
Java Programming language to code the proposed classification technique (NeC4.5).
Lastly, the target user for this project is medical doctor (Assistance) who works in
Child Department of hospital, researcher who related with this field and data miner.
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1.5  Project Significance

The medical doctor can perceives whether proposed classification technique
available on the prediction of LBW fetuses. Moreover, the prediction of fetal weight
towards LBW fetuses may more easily by using this hybrid soft computing
classification technique if compared with common existing classification techniques.
The medical doctor also can found the relationship between infant and maternal
whether it is strong, weak or no relation. If there is a strong relationship found, thus
an advice or suggestion must be given to aware pregnant woman. Furthermore,
researcher able analyzes the result after classification. Hence, this task can assist

pregnant mother to predict whether her fetus(s) is/are belong to LBW category.

1.6  Expected Output

A result analysis of the proposed classification technique performance
towards the prediction of LBW fetuses. Besides that, there is also a comparison
analysis of proposed classification technique with two others benchmark
classification techniques in the prediction of LBW fetuses. Moreover, the best
classification technique on LBW fetuses’ prediction of which either soft computing

or statistical classification techniques is revealed through rank ordering.

1.7 Conclusion

As a conclusion, this project provides an opportunity to propose a
classification technique on the prediction of LBW fetuses. It is also reveals that of
whether proposed classification technique provides best performance towards LBW
fetuses’ prediction and a comparison analysis of proposed classification technique
with two others benchmark classification techniques in the prediction of LBW
fetuses. Besides that, a best classification technique either soft computing or
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statistical classification techniques on LBW fetuses prediction is revealed. After
that, the literature review which related to the LBW classification and methodology

for this application are described in Chapter II.
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CHAPTER II

LITERATURE REVIEW AND PROJECT METHODOLOGY

2.1 Introduction

Literature review is an essential part of many projects as it gives us a
valuable opportunity to read more on the subject that relevant to the project and
observes how others have approached on the proposed area. Hence, the literature
review on this chapter is conducted to gather more information to be applied in the
way of purposing classification technique on prediction of LBW fetuses while
compare among others benchmark classification techniques in the prediction of
LBW fetuses. The discussion surrounds the classifiers for prediction task that related
to this project such as Neural ensemble Based C4.5 (NeC4.5) by Zhi-Hua Zhou and
Yuan Jiang (2004), Decision Tree C4.5 (C4.5) by Ross Quinlan (1993) and RBF
Neural Network (RBFN) by He and Lapedes (1991). Then, the evaluation
performance measurements of those classifiers in the past research mostly used
Receiving Operating Curves (ROC), sensitivity, specificity analyses and other
performance measurements to assess the performance of those classifiers. All of the
classifiers stated above have its own method or function for prediction: NeC4.5 as a
hybrid soft computing classification technique with integrated of Neural Network
ensemble into Decision Tree C4.5 which perform prediction by first trains a Neural
Network ensemble. Then, generate new training set from the trained ensemble. After
that, the new training set is trained using Decision Tree C4.5. Meanwhile, Decision
Tree C4.5 which in a tree structure form perform classification using a tree hierarchy
moving from the tree’s root to leaf node whereas RBFN uses a radial neurons
function for prediction. There is no any previous work has been done on
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implementation of NeC4.5 technique to handle with LBW fetuses prediction. Thus,
this project aims going to propose NeC4.5 technique on classification of LBW

dataset in other word is LBW fetuses’ prediction.

Besides that, the methodology that is going used for this project is Object-
Oriented Analysis and Design (OOAD) Technique. Generally, OOAD is a software
engineering approach which takes a group of objects interaction or known as
relationship to model a system. Generally, this methodology is divided into two part
which are Object-oriented Analysis (OOA) analyzes the functional requirements of a
system by applying object-modeling techniques and Object-oriented Design (OOD)
produces specifications of implementation by elaborating the analysis models.
However, in order to implement this project successfully, it is require undergoes
Data Preprocessing for the purpose of data cleaning, missing or inconsistent data
handling in order to ensure data integrity and validity. After that, the preprocessed
data will be classified into two classes for the purpose of prediction LBW fetuses.
Then, the classification result will be analyzed through assessment of mean
Accuracy and mean F-measure. Lastly, comparison among classifiers through Paired

T-test to reveal which classifier has performance towards solving LBW problems.

2.2 Facts and Findings

Various materials have been retrieved from internet, data source collected
from Baystate Medical Center, Springfield, Massachusetts and some reference books
borrowed from library to support this project development. Besides that, the past
research is vital as to provide information, guideline and better understanding of

current developing project.
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