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ABSTRACT 

 

 

In the modern world, one of the most prevalent and hazardous cancers is the lung cancer 

disease that causes the most fatalities each year. Accurate lung cancer identification could 

increase endurance rates. In this research work, a computer aided system for detecting 

lung cancer using convolution neural network (CNN) is proposed. The proposed model 

includes preprocessing, image segmentation model training, and tumor classification. The 

model is based on the Dataset in Kaggle, which contains 287 lung images in which 161 

cancer lung images and 126 non-cancer images. The proposed model classify the lung CT 

images as cancerous or normal image accurately with 97.67% accuracy, 96% of 

sensitivity and 94%. of specificity. 
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ABSTRAK 

 

 

Di dunia moden, salah satu kanser yang paling lazim dan berbahaya adalah penyakit 

kanser paru-paru yang menyebabkan kematian paling banyak setiap tahun. 

Pengenalpastian kanser paru-paru yang tepat boleh meningkatkan kadar ketahanan. 

Dalam kerja penyelidikan ini, sistem bantuan komputer untuk mengesan kanser paru-paru 

menggunakan rangkaian neural konvolusi (CNN) dicadangkan. Model yang dicadangkan 

termasuk prapemprosesan, latihan model segmentasi imej, dan klasifikasi tumor. Model 

ini berdasarkan Dataset dalam Kaggle, yang mengandungi 287 imej paru-paru di mana 

161 imej paru-paru kanser dan 126 imej bukan kanser. Model yang dicadangkan 

mengklasifikasikan imej CT paru-paru sebagai imej kanser atau normal dengan tepat 

dengan ketepatan 97.67%, 96% sensitiviti dan 94%. kekhususan. 
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CHAPTER 1 

INTRODUCTION 

 

This chapter will set stage for the remainder of the project, which will focus on the Design 

and Analysis of Automated Lung Cancer Detection Using Convolution Neural Network 

(CNN) in MATLAB. This project aims to create and advanced diagnostic tool that can 

accurately identify and classify lung nodules in CT image. By leveraging the power of 

CNNs, the system will automatically analyze medical images to distinguish between 

cancer and non-cancer to see nodules at lung, significantly aiding in early detection and 

diagnosis of lung cancer. This chapter will discuss the project’s context, problem 

description, aim and scope, providing a comprehensive overview of the motivations and 

objectives behind developing this automated detection system. 

1.1 Background 

 

 

Lung Lung cancer is the most diagnosed cancer worldwide, accounting for 

approximately 12.4% of all new cancer cases, with an estimated 2.5 million new cases in 

2022[1]. It also remains the leading cause of cancer-related deaths globally, responsible 

for about 1.8 million deaths, which is approximately 19% of all cancer deaths [2]. Early 

detection is crucial for improving survival rates; however, lung cancer is often diagnosed 

at advanced stages when treatment options are limited [3]. 

Advancements in medical imaging and artificial intelligence have facilitated the 

development of automated systems for disease detection. Convolutional Neural Networks 

(CNNs), a class of deep learning models, have demonstrated exceptional performance in 

medical image analysis tasks, including disease classification, localization, and detection 

[4]. CNNs are particularly effective due to their ability to automatically learn and extract 
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hierarchical features from images, making them suitable for identifying complex patterns 

associated with diseases like lung cancer [4]. 

MATLAB, a high-level programming environment, offers comprehensive tools 

for implementing CNNs and processing medical images. Its robust libraries and user- 

friendly interface make it a preferred choice for developing and analyzing deep learning 

models in medical research. 

This project aims to design and analyze an automated system for lung cancer detection 

using Convolutional Neural Networks implemented in MATLAB. The system will focus 

on processing and classifying medical images to distinguish between cancerous and non- 

cancerous tissues, thereby aiding in early diagnosis and improving patient outcomes. 

1.2 Societal/Global Issue for Design and Analysis of Automated Lung Cancer 

Detection using Convolution Neural Network 

 

Lung cancer is a major global health problem, causing nearly 1.8 million deaths each 

year [3]. It is mainly caused by smoking, though non-smokers can also develop the disease 

[3]. Early detection is key to improving survival, but current methods like CT scans and 

chest X-rays can be slow and prone to mistakes, leading to late diagnoses. The shortage 

of trained doctors, especially in low-income areas, makes this issue worse. Using 

Convolutional Neural Networks (CNNs) for automated detection could improve 

accuracy, speed, and access to lung cancer diagnosis [5]. By using AI, CNNs can help 

reduce errors, support healthcare systems, and make early detection more accessible, 

ultimately saving lives and easing the global burden of lung cancer. 



3  

1.3 Problem Statement 

 

Lung cancer is one of the deadliest types of cancer, and most people are diagnosed 

at an advanced stage when treatment is less effective. Early detection is key to improving 

survival rates, but current methods like chest X-rays and CT scans rely on doctors to 

manually examine the images. These methods can be slow and prone to mistakes, as early 

signs of cancer can sometimes be missed, leading to delayed diagnosis and worse 

outcomes for patients. 

Another problem is the shortage of trained radiologists, especially in poorer or 

remote areas where there are fewer doctors. This creates an unequal healthcare system, 

where many patients might not receive the timely diagnosis, they need. Traditional 

methods also depend on the experience of individual doctors, which can lead to 

differences in how accurately the disease is diagnosed, increasing the risk of 

misinterpretation. 

To solve these problems, using Artificial Intelligence (AI) and deep learning 

techniques like Convolutional Neural Networks (CNNs) to automatically detect lung 

cancer in CT scans could be a powerful solution. AI can help make diagnoses faster, more 

accurate, and more available to people in areas with fewer doctors. This project aims to 

create an automated lung cancer detection system using CNNs in MATLAB, helping to 

improve early detection and reduce the global burden of lung cancer. 
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1.4 Project Objective 

 

The primary objective of this project is to design and develop an automated system 

for detecting lung cancer using Convolutional Neural Networks (CNNs) in MATLAB. 

The specific objectives are: 

a) To develop an automated lung cancer detection system using MATLAB, including 

image preprocessing, segmentation, and deep learning for analyzing CT scan 

images. 

b) To enhance the performance of the system by testing it on a CT scan dataset, 

calculating accuracy, and generating confusion matrix to improve the assess 

classification results. 

c) To design and implement a user-friendly graphical user interface (GUI) for the 

lung cancer detection system, allowing users to input CT scan images and 

visualize the detection result. 

 

1.5 Scope of Project 

 

The scope of this project are as follows: 

 

a) This project will involve improving CT scan images through techniques like noise 

reduction and enhancement to ensure they are ready for analysis. 

b) The system will identify regions and detect any potential cancerous or non- 

cancerous nodules using CNN algorithm. 

c) A CNN model will be trained to classify CT scan images as either cancerous or 

non-cancerous, with performance evaluated using accuracy and other measures. 
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1.6 Outline of the project 

 

Chapter 1: Introduction 

 

This chapter introduces the project, detailing the goals importance of detecting 

lung cancer using Convolutional Neural Networks (CNNs) in MATLAB. It presents the 

problem statement, project objectives, and the scope of the work, emphasizing the 

importance of early detection in improving lung cancer survival rates. The chapter also 

discusses the potential impact of the project in enhancing the accuracy, speed, and 

accessibility of lung cancer diagnosis, offering a valuable tool for medical professionals 

and supporting early intervention efforts. 

Chapter 2: Literature Review 

 

This chapter reviews current research and technologies related to lung cancer 

detection using Convolutional Neural Networks (CNNs). It discusses various methods, 

performance metrics, and datasets that have been used in previous studies for automated 

lung cancer diagnosis. The literature review highlights the strengths and limitations of 

existing approaches, including the accuracy of different CNN models in detecting 

cancerous nodules in CT scan images. By examining these studies, the chapter aims to 

identify gaps in the current state of the art and potential areas for improvement in lung 

cancer detection. 

Chapter 3: Methodology 

This chapter describes the approach and techniques used in the design and analysis 

of an automated lung cancer detection system using Convolutional Neural Networks 

(CNNs) in MATLAB. It includes detailed descriptions of the data collection process, 

image preprocessing steps, segmentation techniques, feature extraction methods, and the 

CNN model selection and training procedures. The methodology provides a 

comprehensive guide to the development and implementation of the lung cancer detection 
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system, ensuring accurate and efficient classification of cancerous and non-cancerous 

nodules in CT scan images. 

Chapter 4: Result and Discussion 

 

This chapter presents the results of the automated lung cancer detection system 

using CNNs in MATLAB, including performance analysis and visualizations of detected 

nodules and classification results. 

Chapter 5: Conclusion and Recommendations 

 

This chapter summarizes the main results of the project and evaluates the overall 

success in achieving the objectives of developing an automated lung cancer detection 

system using Convolutional Neural Networks (CNNs) in MATLAB. It provides 

recommendations for future work and potential improvements to the system. 

Additionally, the chapter explores the practical applications of the developed system and 
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1 Introduction 

 

This section discusses and summarize the overall concept and theory behind this project, 

which is aiming to detect lung cancer. It provides an analysis of previous studies, 

methodologies, and key findings to establish a foundation for the current research. In this 

chapter, it discussed about the concept and theory that were used to solve the problem 

with this project. Journals, articles, and case studies make up the bulk of the information 

that was gathered, and these formats were chosen for their similarity to the project's scope 

to ensure accuracy. 

 

2.2 Understanding [Global/Current Issue] in the Literature 

 

Detecting lung cancer late is a big problem. Often, it's not found until it's too late 

for effective treatment, leading to poor chances of survival. This shows how important it 

is to find better ways to detect lung cancer earlier. Looking at lung scans is hard because 

they show many details. It's tough to spot cancer among all those details. This makes it 

hard for doctors to know for sure if what they're seeing is cancer or not. So, we need 

smarter ways to look at these scans and find cancer more easily. 

Sometimes, doctors might make mistakes when looking at lung scans. They might 

see something that isn't really cancer, or they might miss something that is. This happens 

because it's hard to be sure just by looking at a picture. That's why we need tools that can 

help doctors make more accurate decisions when it comes to finding cancer in lung scans. 

More people want to find faster ways to spot lung cancer. They want to use machines that 
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can do the job quickly and accurately. These machines could help doctors make better 

decisions and find cancer sooner, which is important for saving lives. 

New technology called Convolutional Neural Networks (CNNs) is making waves 

in cancer detection. These networks are super smart and can learn to spot cancer in 

pictures. By using these networks, we might be able to find cancer in lung scans faster 

and more accurately than ever before. So, understanding the problems we face in finding 

lung cancer early shows us how important it is to come up with new solutions. By finding 

better ways to look at lung scans, reducing mistakes, and using smart machines like 

CNNs, we can improve our chances of finding lung cancer sooner and helping more 

people survive 

 

2.3 What is lung cancer 

 

Lung cancer happens when cells in the lung grow abnormally and form a tumor. 

This tumor can appear on images like chest x-rays or CT scans as a small spot or a larger 

growth. While lung cancer is more common in people who smoke, it can also occur in 

people who have never smoked. Other risk factors include exposure to radon, asbestos, 

second-hand smoke, polluted air, and having a family history of lung cancer. Getting 

diagnosed with lung cancer is serious, but treatments have improved a lot. Early detection 

usually leads to better outcomes, so it's important to know the symptoms. However, 

sometimes lung cancer doesn’t show any symptoms, making regular screenings a good 

idea for those at higher risk.[6] 



9  

2.4 What are the types of lung cancer 

 

Lung cancer comes in two main types: non-small cell lung cancer (NSCLC) and 

small cell lung cancer (SCLC). NSCLC is more common and has different subtypes like 

squamous cell carcinoma, adenocarcinoma, and large cell carcinoma. These names 

describe the kinds of cells found in the cancer when looked at under a microscope. 

Sometimes, doctors also do tests to check for certain markers and DNA changes in 

NSCLC to learn more about the cancer. SCLC is faster-growing and tends to spread to 

other parts of the body more quickly [7]. 

 

 

 

Figure 2.1 Types of Lungs Cancer 

 

2.5 Small Cell Lung Cancer (SCLC) 

 

There are two main types of small cell lung cancer: small cell carcinoma and 

mixed small cell/large cell cancer, also called combined small cell lung cancer. These 

types are named based on the cells found in the cancer and how they look under a 

microscope. Small cell lung cancer is almost always related to smoking cigarettes. 

Treatment usually involves chemotherapy [7]. 
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2.5.1 Small Cell Carcinoma (Oat Cell Cancer) 

 

 

Small cell carcinoma, sometimes called oat cell cancer, is a type of lung cancer 

named after the small, oval-shaped cells that look like oats under a microscope. This 

cancer grows rapidly and often spreads to other parts of the body early. It is almost 

always caused by smoking. Treatment usually involves chemotherapy to help stop the 

cancer from growing and spreading [7]. 

 

 

Figure 2.2 Small Cell Carcinoma 

 

2.5.2 Combined Small Cell Carcinoma 

 

 

Combined small cell carcinoma is a type of lung cancer that includes both small 

cell carcinoma and other types of lung cancer cells, like large cell carcinoma. This means 

it has a mix of different cancer cell types. Like other small cell lung cancers, it is usually 

linked to smoking and tends to grow and spread quickly. Treatment often involves a 

combination of chemotherapy and other therapies to address the different types of cancer 

cells present [7]. 
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2.6 Non-Small Cell 

 

Non-small cell lung cancer (NSCLC) is the most common type of lung cancer, 

making up about 80% of all cases. This cancer usually grows and spreads more slowly 

than small cell lung cancer. There are three main types of NSCLC: 

 

2.6.1 Adenocarcinoma 

 

 

One type of non-small cell lung cancer often found in the outer parts of the lung 

is called adenocarcinoma. This cancer develops in the cells of the epithelial tissues, which 

are the cells that line the cavities and surfaces of the body and also form glands. These 

cells help produce mucus and other substances. Adenocarcinoma is common and usually 

grows more slowly than other types of lung cancer [7]. 

 
 

 

Figure 2.3 Adenocarcinoma 

 

2.6.2 Squamous cell carcinoma 

 

 

Squamous cell carcinoma is a type of non-small cell lung cancer that typically 

develops in the center of the lung near one of the main airways, called a bronchus. This 

cancer starts in the flat, thin cells that line the airways. It is often linked to smoking and 

can cause symptoms like coughing and breathing problems as it grows near the lung's 

central passages [7]. 
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Figure 2.4 Squamous Cell Lung Cancer 

 

 

 

2.6.3 Large cell carcinoma 

 

 

Large cell carcinoma, a form of non-small cell lung cancer, has the potential to 

arise in any lung region. This type of cancer exhibits rapid growth and spread compared 

to adenocarcinoma or squamous cell carcinoma. Its name derives from the prominent, 

round appearance of the cancer cells when viewed under a microscope. Due to its rapid 

growth, it often requires aggressive treatment [7]. 

 

 

Figure 2.5: Large cell carcinoma 
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2.7 Symptoms of lung cancer 

 

Symptoms of lung cancer are varied and can include a persistent cough lasting 

three weeks or more, changes in an existing chronic cough, or recurrent chest infections. 

Breathlessness without any apparent cause, coughing up blood, and persistent chest or 

shoulder pain are also warning signs. Hoarseness lasting three weeks or more, along with 

loss of appetite, unexplained weight loss, and fatigue, are additional symptoms that 

warrant medical attention. It's essential to consult a GP if experiencing any of these 

symptoms, although they can also be indicative of other lung conditions or be linked to 

smoking. Less common symptoms may include finger clubbing or shoulder pain radiating 

down the arm. Early diagnosis and prompt medical attention are crucial for effective 

management and treatment of lung cancer [6] 

 

2.8 Literature Review Based on Several Research Paper 

 

In a recent study [8], to categorise lung cancer nodules, researchers created a novel 

deep learning model that makes use of adaptive swarm intelligence. They employed real- 

time samples from the PSG Institute of Medical Sciences and Research (PSGIMSR) and 

data from the Lung Image Database Consortium (LIDC). By improving its search 

techniques, their program aimed to enhance the process of identifying the best answers. 

With mean square error rates of 0.0018 for the LIDC data and 0.0027 for the PSGIMSR 

data, their findings demonstrated improved lung cancer detection. 

In another research project cited as [9], the velocity-enhanced whale optimisation 

strategy is a new approach that scientists have presented. For the identification and 

diagnosis of several cancer kinds, such as breast, cervical, and lung cancer, this approach 

uses a hybrid approach that incorporates an artificial neural network. They compared it to 

four common algorithms: learning vector quantisation, factorised distribution method, 
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C4.5, and linear discriminate analysis (LDA). The suggested method outperformed the 

benchmark algorithms with remarkable classification accuracies of 97.65% for breast 

cancer, 94.6% for cervical cancer, and 84% for lung cancer. 

In a separate investigation referenced as [10] to predict lung cancer using CT scans 

from a cancer picture library, researchers used an augmented dense clustering algorithm 

in conjunction with a strategy employing instantly trained neural networks (DITNN). 

They preprocessed the data using a number of methods. Their study's results showed that 

their approach produced a classification error of 0.038 and an accuracy of 98.42%. 

In a study referenced as [11], for feature selection and target gene identification, 

researchers created a model that combines the Bhattacharya coefficient with a genetic 

algorithm (GA). Using ensemble outputs from several classifiers and deep learning 

approaches, they used this integrated approach to choose features and assess fitness. Their 

approach outperformed alternative methods for identifying and forecasting 

neuromuscular diseases. 

In a different study cited as [12], researchers presented R2MNet, a malignancy 

evaluation network that combines radiological analysis. They used the LIDC-IDRI 

dataset to analyse radiological characteristics in order to determine the malignancy of 

lung nodules. Their results showed that the suggested approach obtained an AUC of 

97.52% for evaluating nodule malignancy and 96.27% for nodule radiology analysis. 

In another study referenced as [13], a deep learning method was presented by 

researchers to investigate lung cancer and pneumonia. To improve classification accuracy 

in lung cancer assessment, they suggested two models: a modified AlexNet (MAN) and 

a combination of manually created and learnt features within the MAN. According to 

their results, the accuracy of the suggested model was 97.27%. 
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In another study referenced as [14] to forecast lung cancer, researchers used an 

automated meta-heuristic optimisation method called the crow search algorithm. Their 

findings outperformed alternative techniques with a sensitivity of 99.12%. They also 

compared the efficacy of deep learning structures for automatically extracting features for 

the diagnosis of lung nodule CT images with that of conventional computer-aided 

diagnosis (CADx) systems, which use hand-crafted features. Using a 10-fold cross- 

validation approach, performance was evaluated, and convolutional neural networks 

(CNN) outperformed other models with an AUC of 0.899. 

In a subsequent study cited as [15], a new metaheuristic algorithm was presented 

by researchers, who drew inspiration from the Ebola virus's and its associated disease's 

propagation model. The Ebola optimisation algorithm (EOSA) is the term given to this 

innovative method. Using two different kinds of benchmark functions—47 classical 

functions and more than 44 constrained IEEE CEC-benchmark functions—the 

researchers assessed the efficacy of the suggested paradigm. Based on scalability, 

convergence, and sensitivity assessments, their results showed that EOSA may rival 

cutting-edge techniques like genetic algorithms (GA), artificial bee colony (ABC), and 

particle swarm optimisation (PSO) algorithms. 

Another study by [16] suggested a two-stage strategy for detecting lung cancer 

that involves segmenting and extracting features from image samples as well as putting 

the image through preprocessing processes. Their proposed approach detected early-stage 

lung cancer. Image acquisition, preprocessing, binarization, thresholding, segmentation, 

feature extraction, and neural network detection make up their suggested system. 

According to their findings, the accuracy of the suggested system was 96.67%. 

Next, another study by [17] offered a method for determining the stage of lung 

cancer that was based on the GA algorithm and k-Nearest Neighbours. The GA method 
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is used to extract the features. On the lung cancer database, the suggested approach 

received a 100% accuracy rating. 

Another study by [18] proposed a deep residual learning method for identifying 

lung cancer from CT data. To prepare the data for additional analysis, preprocessing and 

feature extraction were done. They employed the Random Forest and XGBoost 

techniques, after which the ensemble strategy was put into practice using the individual 

classifiers. With an 84% success rate on the LIDC-IRDI dataset, their results surpassed 

those of earlier research. 

Next, another study by [19] suggested a novel CNN design for the best possible 

lung cancer diagnosis. For better network accuracy and optimal design, they employed a 

metaheuristic technique known as marine predators. Additionally, the RIDER dataset has 

been used to test the methodology. Pre-trained deep networks like AlexNet, CNN ResNet- 

18, VGG-19, and GoogLeNet have been used to compare their outcomes. The accuracy, 

sensitivity, and specificity of their suggested MPA-based method were 93.4%, 98.4%, 

and 97.1%, respectively. 

Another study by [20] to extract the tumour from the lung cancer image, five 

optimisation strategies were studied and put into practice: k-median clustering, 

guaranteed convergence particle swarm optimisation (GCPSO), k-means clustering, 

inertia-weighted particle swarm optimisation, and particle swarm optimisation. They also 

get the data ready for additional analysis. The GCPSO has the maximum accuracy of 

95.89%, according to the data. 

Next, another study by [21] suggested a computer-aided detection method for lung 

cancer that is both automatic and optimised. Improved thermal exchange optimisation 

(ITEO) served as the basis for feature selection. According to their findings, the accuracy 

of the suggested approach was 92.27%. 
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Another study by [22] applied the feature selection method for dimension 

reduction in clinical X-ray imaging datasets by optimising the rebalancing of the 

unbalanced class distribution using metaheuristic techniques. Their findings 

demonstrated that, when applied to the lung X-ray dataset, the Bat algorithm's suggested 

method produced 94.6% classification accuracy with 88.3% Kappa. 
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2.9 The Comparison of Selected Literature Review 

 

Table 2.1 Comparison Between Previous Researchers 

Author Preprocessing Methods Findings 

Revathi et al. (2020) Noise removal Gabor filter Multi-swarm particle swarm optimizer Accuracy: 98% 

Das et al. (2020)  Velocity-Enhanced Whale 

Optimization Algorithm 

Accuracy: 84% 

Shakeel et al. (2019) Noise removal 

Histogram of images 

Quality enhances images 

 

Deep learning with instantaneously 

trained neutral networks (DITNN) 

 

Accuracy: 98.42% 

Khamparia et al. (2020)  Deep network ensemble method Accuracy: 87.35% 

Zheng et al. (2021) Normalization 

Extraction 

Resample 

Crop 

 

Combination of radiology analysis and 

malignancy evaluation network 

(R2MNet) 

 

Accuracy: 89.90% 

AUC: 96.27% 

Bhandary et al. (2020) Image separation 

Nodule segmentation 
Deep Learning approach Accuracy: 97.27% 

Alagarsamy et al. (2021)  Metaheuristic based optimization Sensitivity: 99.2% 
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Oyelade & Ezugwu 

(2022) 

  

New metaheuristic algorithm (EOSA) 

Friedman test for EOSA is 

1.60 which is ranked as the 

first compared 

Miah & Yousuf (2019) Gray Scale Conversion 

Normalization 

Noise Reduction 

Binary Image 

Removed Unwanted 

 

 

 

Neural network 

 

 

 

Accuracy: 96.67% 

Maleki et al. (2021) Remove missing values fill the missing 

values clean the dataset 

Approach based on k Nearest 

Neighbours and GA algorithm 

Accuracy: 100% 

Bhatia et.al (2019) Applications of region growing and 

morphological operation 

XGBoost 

Random Forest 

Accuracy: 84% 

Lu et al. (2021) Noise Removal 

Image Level Balancing 

 

MPA 

Accuracy: 93.4% 

Sensitivity: 98.4% 

Specificity:97.1% 

Kumar et al. (2019) Median, 

Average, 

Adaptive median, 

Adaptive histogram 

Equalization 

 

 

Guaranteed convergence particle 

swarm optimization (GCPSO) 

 

 

 

Accuracy: 95.89% 
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Shan & Rezaei (2021) normalizing and denoising the input 

images 

Improved Thermal Exchange 

Optimization (ITEO) 

Accuracy: 92.27% 

Li et al (2019) Segmentation Bat algorithm’s 

Kappa 

Accuracy: 94.6% 

Accuracy: 88.3% 



21  

2.10 Summary 

 

Finally, this project benefits from a review of various research papers related to 

the topic. This review gives an overview of different methods and technologies used in 

previous studies. While examining these studies for this project, several gaps were found 

in using Deep Learning models for lung cancer detection. One major issue is the long 

training time required for Deep Neural Network (DNN) models. Additionally, DNN 

models have many parameters and use high-dimensional data, making training inefficient. 

To solve these problems, it is necessary to optimize the CNN model using specific 

optimization methods. Various metaheuristic algorithms have been suggested and used to 

address these issues. However, effectively classifying lung cancer using deep learning 

models remains a significant challenge that needs to be resolved. 
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CHAPTER 3 

METHODOLOGY 

 

3.1 Introduction 

 

The methodology for this project focuses on the systematic design and 

implementation of an automated lung cancer detection system using Convolutional 

Neural Networks (CNNs) in MATLAB. This section outlines the step-by-step approach, 

from data collection to the final system design, ensuring accuracy and efficiency in 

detecting and classifying lung nodules. The methodology integrates key processes such 

as image preprocessing, segmentation, feature extraction, and classification to analyze CT 

scan images effectively. Each stage is designed to address the project's objectives and 

provide reliable results for early lung cancer detection. 

 

3.2 Methodology 

 

The methodology for this project involves designing an automated lung cancer 

detection system using Convolutional Neural Networks (CNNs) in MATLAB. The 

process begins with collecting a dataset of lung CT scan images in JPG format, followed 

by image preprocessing steps such as resizing, noise reduction, and contrast enhancement 

to improve image quality. Segmentation is performed to isolate lung regions and identify 

potential nodules. Features like shape, texture, and intensity are then extracted from the 

segmented images to provide input for the CNN, which classifies the images as cancerous 

or non-cancerous. A graphical user interface (GUI) is developed in MATLAB to enable 

users to input CT scan images and view detection results. Finally, the system's 

performance is evaluated using metrics such as accuracy, sensitivity, and specificity to 

ensure reliable detection and classification of lung cancer. 
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3.3 System Block Diagram 

 

Based on Figure 3.1 the system block diagram shows the steps of the automated lung 

cancer detection system using CNNs in MATLAB. It starts with uploading CT scan 

images in JPG format, which are improved through preprocessing steps like resizing, 

noise removal, and enhancing quality. The images are then segmented to focus on the 

lung area and detect possible nodules. Important details like texture, shape, and intensity 

are extracted and sent to a CNN, which classifies the images as cancerous or non- 

cancerous. Finally, the results, including detected nodules and their classification, are 

shown through a simple and easy-to-use interface. 

 

Figure 3.1 Block Diagram 
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3.4 Flowchart 
 

 

 

Figure 3.2 Flowchart of Lung Cancer Detection 
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3.5 Dataset 

 

Images were collected from the hospital situated in Iran. Part of this CT-scan 

images of lungs belonged to lung cancer patients and classified as cancerous images, and 

the rest of them belonged to other lung diseases, for instance patients who caught COVID- 

19, and classified as non-cancerous images. The total number of CT-scan images, which 

were used in this paper is equal to 287 that 161 of them belong to cancerous images and 

126 of the rest belong to non-cancerous images [23]. All each these images were collected 

with the help of a pulmonologist to skip any probable error in classifying these images. 

Table 3.1 depicts some sample photos of the classes in the dataset. 

Table 3.1 Image of Dataset 

Image Classes Dataset 

 

 

 

Cancerous 

 

 

 

Cancerous 

 

 

 

Non-Cancerous 

 

 

 

Non-Cancerous 
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3.6 Preprocessing 

 

Preprocessing is an important step in preparing CT scan images for lung cancer 

detection using machine learning. First, the images are converted to grayscale to simplify 

the data, focusing on the intensity of the pixels instead of color. Then, the pixel values are 

normalized, meaning they are scaled to a range between 0 and 1. This helps make the 

images consistent and improves the performance of machine learning models, like 

Convolutional Neural Networks (CNNs). Additionally, the intensity distribution of the 

image is analyzed using a histogram, which helps to identify areas of interest, such as 

potential cancerous regions, making the next steps like segmentation more effective. 

These preprocessing steps help ensure the images are in the best possible format for 

accurate detection and analysis of lung cancer [24]. 

 

3.7 Segmentation 

 

Segmentation is the process of finding and separating areas in a CT scan image 

that might contain cancerous or non-cancerous nodules. The aim is to focus on the parts 

of the image that are important, such as potential tumors, and ignore irrelevant 

background or other tissues. This is done by looking at the brightness (intensity) of pixels 

in the image. Areas with higher intensity could represent denser tissues like nodules. 

Thresholding techniques are used to separate these areas, while other methods like 

morphological operations may be used to improve the segmentation and make sure the 

correct regions are identified. Accurate segmentation helps to isolate the important parts 

of the image for further analysis, which is essential for improving the accuracy of lung 

cancer detection [25]. 
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3.8 Feature Extraction 

 

Feature extraction is the process of identifying important details or patterns from 

the segmented regions of a CT scan image to help decide whether the lung tissue is 

cancerous or not. After the image is divided into areas of interest, such as potential 

nodules, the system looks for key characteristics, like the shape, texture, and size of these 

nodules. For instance, cancerous nodules often have irregular shapes and rough surfaces, 

while non-cancerous nodules tend to be rounder and smoother. These features are then 

used to describe the nodules in a way that makes it easier for the system to tell the 

difference between cancerous and non-cancerous tissues. The extracted features are fed 

into machine learning models, such as Convolutional Neural Networks (CNNs), to make 

an accurate classification [26]. The better the features are extracted, the more accurate the 

lung cancer detection system will be. 

 

3.9 Classification 

 

CNN-based classification is the process of using a Convolutional Neural Network 

(CNN) to automatically categorize CT scan images into "Cancerous" and "Non- 

Cancerous" groups. A CNN is a type of deep learning model specifically designed for 

image analysis, and it can automatically learn to recognize patterns in images without the 

need for manual feature extraction [26]. After preprocessing, segmentation, and feature 

extraction, the processed images are fed into the CNN, which consists of multiple layers 

that progressively extract higher-level features, such as edges, shapes, and textures. 

During training, the CNN learns to associate these features with the correct labels 

(cancerous or non-cancerous) by being exposed to a large dataset of labeled CT scan 

images. Once trained, the CNN can then classify new, unseen CT scan images based on 

the patterns it has learned. This method is highly effective because it can capture complex 
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relationships and subtle features that might be difficult for traditional machine learning 

methods to identify. By using CNNs, the system can make accurate and efficient 

predictions, which significantly enhances the detection of lung cancer in medical images. 

 

3.10 Accuracy 

 

Accuracy is one of the measures for a classification model. It involves calculating 

the proportion of correctly predicted cases, including true positives and true negatives— 

among all forecasts in relation to the actual output. in other words, this demonstrates the 

accuracy with which the model recognizes or categories the incoming data. The formula 

for precision is given by [27]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

 
 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 
 

 
3.11 Evaluation Matrix 

 

Evaluation metrics are essential for assessing the performance of machine 

learning models in lung cancer detection. They quantify the model's ability to classify CT 

scan images as "cancerous" or "non-cancerous" by comparing predictions with actual 

labels. Key metrics include accuracy, which measures overall correctness, and the 

confusion matrix, which provides a detailed breakdown of correct and incorrect 

classifications. Precision and recall are crucial in medical applications, focusing on 

minimizing false positives and false negatives, while the F1-score balances precision and 

recall into a single value. These metrics ensure the model is effective, reliable, and 

suitable for real-world use, especially in critical healthcare contexts where errors can 

significantly impact outcomes [28]. 
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3.11.1 Confusion Matrix 

 

 

The confusion matrix is a critical evaluation tool used to measure the performance of 

classification models, including those for lung cancer detection. It provides a detailed 

summary of the model's predictions by categorizing them into four outcomes: true 

positives (TP), where cancerous nodules are correctly identified; true negatives (TN), 

where non-cancerous cases are accurately classified; false positives (FP), where non- 

cancerous cases are incorrectly labeled as cancerous; and false negatives (FN), where 

cancerous nodules are missed. This matrix helps analyze the model's strengths and 

weaknesses, guiding improvements. Metrics such as accuracy, precision, recall, and F1- 

score are derived from the confusion matrix, making it a cornerstone for evaluating 

classification performance in critical applications like medical diagnostics [29]. 

 

3.11.2 Precision 

 

 

Precision is measuring how accurate positive predictions are. It’s defined as the 

ratio of true positive predictions to the sum of positive predictions (true positives + false 

positives). A high precision means a model has a low false positive rate. The formula for 

precision is given by [29]: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

 
 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 
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3.11.3 Recall 

Recall, also can be referred to as sensitivity or true positive rate, measures a 

model's ability to find all the relevant instances. It is a ratio of true positive predictions 

and the total number of actual positive (true positive + false negative). High recall means 

that a model is being bad at predicting false negative. The formula for recall is given by 

[29]: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

 
 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 

 
3.11.4 F1 Score 

 

The F1 Score is a harmonic mean of both precision and recall, a single metric 

which comes with a balance between both concerns. However, it’s very helpful when 

working with unbalanced datasets. The value is the F1 score, which ranges from 0, with 

perfect precision and recall, to 1. The formula for F1 score is given by [29]: 

 

𝐹1 = 2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙 

 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 

 
3.11.5 Specificity 

 

Specificity, also known as the True Negative Rate, is a metric used to measure a 

classification model's ability to correctly identify negative cases. The formula for 

Specificity is given by [29]: 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 

 
 

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 
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3.11.6 Sensitivity 

Sensitivity, also known as the True Positive Rate or Recall, measures a 

classification model's ability to correctly identify positive cases. The formula for 

sensitivity is [30]: 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

 
 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 
 
 
 

 
3.12 User-friendly Graphical User Interface (GUI) 

 

A GUI (Graphical User Interface) is a user-friendly screen with buttons, menus, and 

visuals that makes it easy to use a system without needing to type commands. It simplifies 

how people interact with software. 

 

3.13 Summary 

 

This project involves preprocessing CT scan images, segmenting potential 

cancerous regions, and extracting features like area, mean intensity, and standard 

deviation. A Convolutional Neural Network (CNN) is used for classifying images as 

cancerous or non-cancerous. A user-friendly GUI allows users to upload and process 

images, visualize results, and evaluate the model using accuracy and confusion matrices 

for lung cancer detection. 
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CHAPTER 4 

RESULTS AND DISCUSSIONS 

 

4.1 Introduction 

 

In this section, the results of the automated lung cancer detection system will be 

presented. The system uses image processing techniques such as preprocessing, 

segmentation, and feature extraction, followed by training a Convolutional Neural 

Network (CNN) to classify CT scan images as either cancerous or non-cancerous. We will 

evaluate the performance of the system using measures like accuracy, sensitivity, 

specificity, and confusion matrices to see how well it performs in detecting lung cancer. 

This part will provide an overview of the results and assess how well the system works 

in practice. 
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4.2 Result and Analysis 

 

4.2.1 Automated Lung Cancer Detection in CT scans. 

 

 

The process begins with the original raw CT scan of the chest. This image shows 

everything inside, such as the lungs, heart, ribs, and other tissues. However, it also 

includes unnecessary details that can make it harder to analyze. To make the image 

clearer, the system adjusts the brightness and contrast, so the lungs become more 

noticeable, and all the scans look more similar, even if they come from different 

machines. 

Next, the image is turned into a black-and-white version. The lungs are shown as 

white, and the rest of the chest is black. This makes it easier for the system to focus on 

the lungs and ignore everything else, like the heart and ribs. 

Then comes the segmentation step, where the system separates the lungs from the 

rest of the chest. It removes things like the heart and ribs, leaving only the lungs for closer 

examination. This step is important because it helps the system focus on the areas that 

matter for further analysis. 

After that, the system looks closely at the lungs to find anything that might be 

cancer. It looks for spots that are brighter or have unusual shapes, which could indicate 

cancer. Once it finds something that seems unusual, it isolates that area to look at it more 

closely. 

Finally, the system highlights the area where cancer might be by drawing a colored 

line around it, usually yellow This outline is added on top of the original image, making 

it easy for doctors to see exactly where the cancer is located. This step helps doctors 

quickly spot the problem and make a diagnosis. 
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Figure 4.1 Automated Lung Cancer Detection in CT scan 

Table 4.1 Feature Calculation for Normalized Image 

 

 

 

 

 

 

Figure 4.2 Non-cancerous 

Area Mean Standard Deviation 

40656 0.602044 0.193963 
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4.2.2 Histogram of Normalizes Image 

 

 

The histogram of a normalized image shows the distribution of pixel intensities 

(brightness levels) after scaling them to a range from 0 to 1, helping to understand how 

bright or dark different parts of the image are, and how evenly the intensity values are 

spread. 

 

 

 

Figure 4.3 Histogram of Normalized Image 
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4.3 Training Model 

 

The training progress shown in the image highlights how well a Convolutional 

Neural Network (CNN) is performing for automated lung cancer detection. The top chart 

shows accuracy, where the training accuracy (blue line) keeps improving and reaches 

almost 100% by the end, meaning the model is learning well. The validation accuracy 

(dashed black line), which tests how well the model works on new data, stabilizes at 

97.67%, showing it can generalize effectively. The bottom chart shows the loss, or error, 

getting smaller over time for both training and validation, which means the model is 

improving and not overfitting. The summary on the side shows the model was trained for 

20 cycles (epochs) in about 6 minutes, with a final validation accuracy of 97.67% and a 

steady learning rate of 0.0001. These results show the model is accurate and reliable. To 

make it even better, you could check if the dataset covers all types of lung cancer, add 

more data, or adjust the CNN design to improve its performance further. 

 

 

Figure 4.4 Training Progress 
 

Network Accuracy Specificity F1 Score Sensitivity 

CNN 97.67% 0.94 0.97 0.96 
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4.4 Confusion Matrix 

 

This confusion matrix evaluates the performance of your lung cancer detection 

model. It shows that the model correctly identified 24 cancerous cases (true positives) and 

18 non-cancerous cases (true negatives). It made one mistake by classifying a non- 

cancerous case as cancerous (false positive) and made no errors in missing actual 

cancerous cases (false negatives). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4 Confusion Matrix 
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4.5 Graphical User Interface (GUI) design 

 

This GUI is designed for a lung cancer detection system using CT images. At the 

top, the title "LUNG CANCER DETECTION" is displayed in purple, and the interface is 

divided into sections for different processing steps. The first section, "Lung CT," allows 

the user to load a CT image using the "Browser CT Image" button and displays the 

original scan. The "Med Filter" section applies median filtering to reduce noise in the 

image while preserving important details. In the "Edge Detection" section, edges in the 

CT scan are highlighted to make abnormalities more visible. The "Segmentation" section 

isolates the lung region from the image for better focus. Finally, the "Cancer Detection" 

section identifies and highlights cancerous regions in the scan. If cancer is detected, the 

result is displayed with the message "Cancer Detected!!!" and highlighted in yellow. This 

GUI provides a clear and user-friendly workflow for analyzing CT scans and detecting 

lung cancer. 

 

 

Figure 4.6 GUI design 
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4.6 Summary 

 

The automated lung cancer detection system uses advanced image processing 

techniques to analyze CT scan images. It starts by adjusting the brightness and contrast 

of the raw scans to make the lungs more visible and converts the images to black and 

white, helping focus on the lungs. The system then isolates the lung region by removing 

unnecessary details like the heart and ribs, making it easier to examine. It looks for any 

unusual spots or shapes in the lungs that could indicate cancer. If it finds something 

suspicious, it highlights the area with a colored outline, helping doctors spot potential 

cancer quickly. 

 

The system was trained using a Convolutional Neural Network (CNN) and showed 

excellent results, with the accuracy of the training process reaching nearly 100% and a 

validation accuracy of 97.67%. The model kept improving, and the error decreased over 

time, indicating it was learning well and not making mistakes. The confusion matrix 

showed that the system correctly identified 24 cancerous and 18 non-cancerous cases, 

with only one false positive and no false negatives, proving it is reliable. 

 

A simple and easy-to-use Graphical User Interface (GUI) was also created, which 

allows users to load CT images, apply filters to reduce noise, highlight edges, isolate lung 

areas, and detect cancer. If cancer is found, the system shows a message saying "Cancer 

Detected!!!" to make it clear for doctors. Overall, the system is accurate, efficient, and 

reliable, offering a useful tool for doctors to detect lung cancer early from CT scans. 
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CHAPTER 5 

CONCLUSION AND RECOMMENDATIONS 

 

 

5.1 Conclusion 

 

The automated lung cancer detection system using Convolutional Neural 

Networks (CNNs) in MATLAB successfully achieved its objectives. By leveraging 

advanced image processing and deep learning techniques, the system demonstrated an 

accuracy of 97.67%, with a sensitivity of 96% and specificity of 94%. These results 

highlight the reliability of the model in identifying cancerous and non-cancerous lung 

nodules in CT scan images. The proposed system simplifies the diagnostic process 

through a user-friendly GUI, enabling seamless interaction for medical professionals. 

Overall, this project significantly contributes to the early detection of lung cancer, 

potentially improving patient outcomes and reducing the global burden of this disease. 

 

5.2 Potential for Commercialization 

 

 

This lung cancer detection system has great potential to be used in real-world 

healthcare settings. One way it could be used is by adding it to online healthcare platforms 

where doctors and patients can connect remotely. With more people using telemedicine, 

especially in areas where specialists are not available, this system could let patients or 

local clinics upload CT scan images to be analyzed. The system would give results 

quickly, helping doctors make faster and more accurate decisions. 
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Another possibility is to work with companies that make CT scan machines. The 

system could be built directly into these machines so that the scans are analyzed 

immediately after they are taken. This would save time, as doctors wouldn’t have to wait 

for separate analysis, and could start treatment sooner if needed. 

The system could also become part of a smartphone or computer app for general 

health use. This app could help people check for early signs of lung cancer by analyzing 

CT scans and giving them advice on whether they need to see a doctor. It could also 

remind users about regular check-ups or provide health tips, making it a tool for early 

detection and prevention. 

 

5.3 Future Work 

 

 

For future improvements, the performance and estimation results of lung cancer 

detection can be enhanced as follows: 

I. Using more data 

• Even though the system works well, there are ways to make it 

better. One way is to use more data to train it. Right now, the 

system uses images from a specific group of people, but adding 

more images from different groups or rare types of lung cancer 

could help it work better for a wider range of patients. This would 

make the system more reliable and useful in different countries and 

hospitals 

II. Incorporating other health information 

• Another way to improve the system is by combining it with other 

health information, like blood test results or personal medical 

history. This extra information could help the system make even 

better predictions about whether someone has lung cancer. It could 
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give doctors a fuller picture of the patient’s health and help with 

more accurate diagnoses. 

III. Enhancing system speed for real-time diagnosis 

• Finally,optimizing the system to deliver instant lung cancer 

detection results would significantly reduce the waiting time for 

diagnoses. This would allow doctors to make faster, more 

confident decisions, improving the efficiency of medical 

consultations. For patients, it means quicker treatment initiation, 

leading to better prognosis and reduced anxiety during the 

diagnostic process. 
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Appendix B Gantt Chart PSM 2 
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