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ABSTRACT 

This study investigates the use of machine learning models, including Feed-

Forward Neural Networks (FFNN), Bagged Trees, and Fine Gaussian Support Vector 

Machines (SVM), to predict Integrated Water Vapor (IWV) from meteorological data. 

The models were trained and tested using data from the UTeM FTKEK weather station 

during Malaysia's northern monsoon season (23 Oct 2019 to 9 Mar 2020). RTKLIB 

was used to obtain Zenith Total Delay (ZTD) and derive IWV for output of the 

machine learning models. While FFNN and Bagged Trees excelled in training, Fine 

Gaussian SVM showed better generalization. Applying moving average filters 

improved model accuracy by 13%. Additionally, feature selection and time-lag 

analysis optimized predictions. The study suggests that predicting IWV at weekly 

intervals yields better results than minute-by-minute forecasts. Future work should 

focus on expanding the dataset and refining the models for real-world applications.
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ABSTRAK 

Kajian ini menyiasat penggunaan model pembelajaran mesin, termasuk Feed-

Forward Neural Networks (FFNN), Bagged Trees, dan Fine Gaussian Support Vector 

Machines (SVM), untuk meramalkan Integrated Water Vapor (IWV) daripada data 

meteorologi. Model-model ini dilatih dan diuji menggunakan data dari stesen cuaca 

UTeM FTKEK semasa musim monsun utara Malaysia (23 Okt 2019 hingga 9 Mac 

2020). RTKLIB digunakan untuk memperoleh Zenith Total Delay (ZTD) dan mengira 

IWV sebagai output model pembelajaran mesin. Walaupun FFNN dan Bagged Trees 

menunjukkan prestasi yang baik semasa latihan, Fine Gaussian SVM menunjukkan 

generalisasi yang lebih baik. Penggunaan penapis purata bergerak meningkatkan 

ketepatan model sebanyak 13%. Selain itu, pemilihan ciri dan analisis masa-lambat 

mengoptimumkan ramalan. Kajian ini mencadangkan bahawa meramalkan IWV pada 

selang masa mingguan menghasilkan keputusan yang lebih baik berbanding ramalan 

minit demi minit. Kerja masa depan harus memberi tumpuan kepada peluasan set data 

dan penambahbaikan model untuk aplikasi dunia sebenar.
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CHAPTER 1  

INTRODUCTION   

This chapter will give an introduction of the project. The background, problem 

statement, objectives and scope of the project are clearly stated in this chapter.  
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1.1 Background 

Weather and Climatological studies are very important in assessing atmospheric 

conditions like storms and cyclones. Integrated water vapor (IWV) is an important 

greenhouse gas in the atmosphere responsible for the Earth's radiative balance [1]. 

Global Navigation Satellite System (GNSS) observations and meteorological data like 

pressure, temperature, relative humidity and wind speed have been used for 

monitoring the IWV variability. However, estimating IWV for forecasting 

applications is complex and costly with a GNSS system. So, this project introduces a 

methodology to predict IWV using machine learning (ML) techniques. If this project 

is successful, the measurement of IWV by using satellite can be replaced by machine 

learning which leads to a cost saving. Meteorological surface data like pressure, 

temperature, relative humidity and wind speed are given as input to the machine 

learning models. The IWV values computed from GNSS will be the output of the 

machine learning models. 

 

1.1.1 GNSS-derived Integrated Water Vapor 

GNSS (Global Navigation Satellite System), which includes systems like GPS 

(United States), Galileo (Europe), and GLONASS (Russia), BeiDou (China), QZSS 

(Japan), NavIC (India) and SBAS (from many countries) provides valuable data for 

deriving IWV. These systems transmit signals that are delayed by atmospheric water 

vapor. By measuring these delays, GNSS can accurately determine IWV along the 

signal path, offering continuous and high-resolution data [2][3][4]. 

Integrated Water Vapor (IWV) plays a crucial role in atmospheric studies, climate 

monitoring and weather forecasting. As a significant greenhouse gas, IWV is essential 

for understanding precipitation patterns, storms, and cyclones. Accurate measurement 
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and prediction of IWV are vital for enhancing weather forecasts and climate models 

[5]. IWV refers to the total amount of water vapor in a vertical column (90°) of the 

atmosphere, expressed in kilograms per square meter (kg/m²). Figure 1.1 simply 

shows the concept of IWV. 

 

Figure 1.1: Integrated Water Vapor [6] 

 

GNSS-derived IWV data improves understanding and prediction of weather events 

and has applications in hydrology, agriculture, and environmental monitoring. While 

traditional methods for measuring IWV face limitations. Some traditional methods are 

like radiosonde, Ground-Based Microwave Radiometers (MWR), Ground-Based 

Fourier-Transform Infrared (FTIR) Spectrometers Radiosondes and Satellite-Based 

Microwave Radiometers. For radiosonde, these are balloon-borne instruments that 

measure atmospheric parameters, including water vapor. They provide vertical 

profiles of the atmosphere but are limited by their temporal and spatial coverage, as 
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they are typically launched only twice a day from specific locations. For Ground-

Based Microwave Radiometers (MWR), These instruments measure the natural 

microwave emissions from atmospheric water vapor. They provide continuous and 

high-resolution data, but their accuracy can be affected by cloud cover and 

precipitation. For Ground-Based Fourier-Transform Infrared (FTIR) Spectrometers, 

these instruments measure the absorption of infrared radiation by water vapor in the 

atmosphere. They are highly accurate but require clear skies for optimal performance 

For Satellite-Based Microwave Radiometers, these instruments, such as the Advanced 

Microwave Sounding Unit (AMSU), measure IWV from space [2]. They provide 

global coverage but have lower spatial resolution compared to ground-based methods. 

While the advantages of GNSS-derived IWV is it can retrieve IWV by measuring the 

absorption of specific wavelengths of light by water vapor without delay and without 

clear skies requirement [7]. 

 

1.1.2 Machine Learning in Meteorological Predictions 

Machine learning (ML) has emerged as a powerful tool in various scientific and 

engineering fields, including meteorology. ML techniques can process large datasets, 

identify patterns, and make predictions with high accuracy [8]. In meteorology, ML 

algorithms such as Artificial Neural Networks (ANN), Support Vector Machines 

(SVM), and Random Forests (RF) have been applied to predict various atmospheric 

phenomena, including IWV [9][10]. 

The use of ML in predicting IWV involves training models on historical 

meteorological data, such as temperature, pressure, and relative humidity. These 

models can then predict IWV based on new input data, providing a faster and 
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potentially more accurate alternative to traditional methods. The implementation of 

ML techniques for IWV prediction is particularly beneficial in regions where real-

time and precise weather data is critical for disaster management, agriculture, and 

resource management [11][12]. 

Research has demonstrated the effectiveness of ML in enhancing the accuracy of 

meteorological predictions. For instance, studies have successfully used ML 

algorithms to predict IWV with high precision, significantly improving the reliability 

of weather forecasts. This approach not only reduces the dependency on traditional 

methods but also enables continuous monitoring and real-time data processing, which 

are crucial for timely decision-making. 

 

1.2 Problem Statement  

Global navigation satellite system GNSS, like GPS is not just for navigation. It's 

also used in climate studies to estimate water vapor in the atmosphere. This helps 

understand climate patterns, improve weather forecasts, and monitor long-term 

atmospheric changes. For places like Malaysia, alternative techniques like machine 

learning can complement GNSS for better accuracy in estimating water vapor. Since 

the demand for accurate and real-time weather services has increased, traditional 

methods such as radiosondes, water vapor radiometers, and solar photometers cannot 

continuously estimate water vapor with high accuracy and time resolution [13]. While 

Machine learning techniques who solve the demand by effectively implemented to 

develop models catering to the needs of predicting various meteorological phenomena 

that occur in nonlinear combinations of several processes in the Earth's atmosphere 

[1]. Nevertheless, these techniques warrant the knowledge of accurate IWV with the 
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shortest possible latency [11]. The better result comes with the ensemble model adopts 

NN as the meta-learning algorithm to optimally combine the predictions generated by 

the base models of RF, GBDT, XGBoost, LightGBM, and NN [14]. Addressing that, 

the main aim of this project is to create a model that critically predicts IWV using 

meteorological data, pressure, temperature and humidity as accurate as possible in 

term of more constrain area and longer prediction time. 

 

1.3 Objectives  

The primary objective of this research is to develop several machine learning 

models by supervised learning using meteorological data as input and IWV as output. 

Specifically, the research aims to achieve the following objectives: 

i) To derive IWV from GPS data. 

ii) To develop various machine learning models capable of predicting IWV from 

meteorological data. 

iii) To validate and evaluate the developed machine learning models. 
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1.4 Scope of the Project  

 

Figure 1.2: Flowchart of The Project 

 

Figure 1.2 is the flowchart of the project. The dataset obtained is a raw satellite data 

in RINEX format that consist of .O (observation file from ground station), .N 

(navigation file from GPS satellite) and .G (navigation file from GLONASS) and a 

meteorological data in Excel such as temperature, pressure, relative humidity, wind 

speed, solar irradiance and rain rate. Both dataset comprising half year of GNSS data 

from 23/10/2019 to 09/03/2020 obtained from Fakulti Teknologi Kejuruteraan 

Elektronik dan Komputer, Faculty of Electronics and Computer Technology and 

Engineering (FTKEK) weather station (Melaka, Malaysia), location 

(2.31403,102.31851) FTKEK. The two datasets are obtained at the same location. The 
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RINEX files contain information with 30 seconds interval. The meteorological data 

contains information with 1 minute interval. This project necessitates the utilization 

of software for implementation. Specifically, RTKLIB will be employed to extract 

relevant data from raw satellite data. RTKLIB is an open-source program package 

tailored for GNSS positioning. Subsequently, the software MATLAB will be utilized 

for training and analyzing the predictive models. These models are supervised learning 

models and so their input will be meteorological data, and output will be the derived 

IWV. The flow until IWV is obtained fulfills objective 1. The development, validation 

and evaluation of various machine learning fulfills objectives 2 and 3. 
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CHAPTER 2  

BACKGROUND STUDY 

This chapter will cover the theory of GPS broadcast signals to integrated water 

vapor, machine learning models, background research and literature evaluations of 

earlier study papers about the project. 

 

 

 

 

 



10 

 

2.1 Theory 

2.1.1 GPS Broadcast Signals to Integrated Water Vapor (IWV) 

GPS receivers calculate atmospheric delay, including Zenith Total Delay (ZTD), 

by analyzing the signals transmitted by GPS satellites. Each satellite broadcasts 

signals on two primary frequencies, L1 (1575.42 MHz) and L2 (1227.60 MHz). These 

signals carry unique codes and timestamps generated by highly accurate atomic clocks 

onboard the satellites. The receiver detects these signals and records their arrival times, 

enabling the calculation of the signal’s travel time from satellite to receiver 

[15][16][17]. 

 

Figure 2.1: GPS Broadcast Signals [18] 

 

The receiver determines the pseudo-range by multiplying the signal travel time by 

the speed of light. However, this measurement is not the true geometric distance 

because it includes delays caused by the atmosphere, as well as clock biases in both 

the satellite and receiver. The ionosphere introduces frequency-dependent delays, 
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which dual-frequency receivers correct by comparing the L1 and L2 signals. Single-

frequency receivers, on the other hand, rely on ionospheric correction models provided 

in the satellite's navigation message [19][20][21][22]. 

After correcting for ionospheric delays, the remaining delay is due to the 

troposphere, which consists of the Zenith Hydrostatic Delay (ZHD) and Zenith Wet 

Delay (ZWD). Equation (2.1) shows the relationship between ZTD, ZHD and ZWD. 

The ZHD, caused by dry gases in the atmosphere, is predictable from surface pressure 

measurements. The ZWD, caused by atmospheric water vapor, is more variable and 

is obtained by subtracting the ZHD from the total delay [23]. 

𝑍𝑇𝐷 = 𝑍𝐻𝐷 + 𝑍𝑊𝐷 (2.1) 

The signal path from a satellite to the receiver is slanted due to the satellite's 

position in the sky. To convert these slant delays (not 90°) into a Zenith Total Delay 

(ZTD) (90°), the receiver applies a mapping function that accounts for the satellite's 

elevation angle. This process ensures that the derived ZTD accurately represents the 

atmospheric delay directly above the receiver [24][25][26]. Equation (2.2) is about the 

relationship between slanted and zenith delay [27]. 

𝑇𝑆𝑙𝑎𝑛𝑡 = 𝑇ℎ𝑦𝑑𝑟𝑜 ∙ 𝑀ℎ𝑦𝑑𝑟𝑜(𝜃) + 𝑇𝑊𝑒𝑡 ∙ 𝑀𝑊𝑒𝑡(𝜃) (2.2) 

• 𝑇𝑆𝑙𝑎𝑛𝑡: total delay dependent on elevation 

• 𝑇ℎ𝑦𝑑𝑟𝑜: hydrostatic delay in zenith direction 

• 𝑇𝑊𝑒𝑡: wet delay in zenith direction 

• M(θ): mapping function (𝑀ℎ𝑦𝑑𝑟𝑜(θ) > 𝑀𝑊𝑒𝑡(θ)) 

• 𝜃: Satellite elevation angle 
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Finally, satellite clock corrections, which are included in the signal’s navigation 

message, are applied to account for minor inaccuracies in the satellite’s atomic clock. 

Receiver clock bias is estimated and corrected as part of the positioning calculation, 

which requires signals from at least four satellites. With these corrections, the receiver 

isolates the ZTD, enabling precise atmospheric delay measurements that are essential 

for applications like weather monitoring and Integrated Water Vapor (IWV) 

estimation [28][29]. 

As radio waves traverse the Earth's atmosphere, they experience delay due to 

refraction, primarily caused by water vapor, a critical component of the troposphere. 

Analyzing water vapor in detail yields more accurate precipitation estimates, thereby 

enhancing climate change analysis, given water vapor's significant influence on the 

Earth’s radiation budget and temperature [1]. The conventional approach to extracting 

integrated water vapor (IWV) from Zenith Total Delay (ZTD) relies on fundamental 

physical principles. Typically, zenith wet delays (ZWD) are initially separated from 

ZTD by subtracting zenith hydrostatic delays (ZHD), then converted into IWV using 

a dimensionless constant of proportionality as shown in equation 2.3 [14]. In case you 

get confused in some research papers, Integrated Water Vapor (IWV) and Precipitable 

Water Vapor (PWV) shared identical information. Their sole distinction lies in PWV's 

adjustment for water density, showing it expressed in millimeters as a unit [30]. 

Equation 2.3 and equation 2.4 shows the difference between IWV and PWV. IWV 

differs PWV by dividing by density of water, 𝜌 = 1000 𝑘𝑔𝑚−3  [31][32]. In 

conclusion, it has no difference except for the definition and units.  
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𝐼𝑊𝑉(𝑘𝑔𝑚−2) =
𝑍𝑊𝐷 ∙ 106

((
𝑘3

𝑇𝑚
) + 𝑘2

′ ) 𝑅𝑉

 

(2.3) 

𝑃𝑊𝑉(𝑚𝑚) =
𝑍𝑊𝐷 ∙ 106

𝜌 ((
𝑘3

𝑇𝑚
) + 𝑘2

′ ) 𝑅𝑉

 

(2.4) 

• Constant, 𝑘3 = 3.776 × 105𝐾2/𝑚𝑏𝑎𝑟 

• Constant, 𝑘2
′ = 17 𝐾/𝑚𝑏𝑎𝑟 

• Specific gas constant of water vapor, 𝑅𝑉 = 461.5 𝐽/(𝑘𝑔 ∙ 𝐾) 

• Water density, 𝜌 = 1000 𝑘𝑔𝑚−3 

 

2.1.2 Machine Learning Models 

Several studies have leveraged artificial intelligence (AI) techniques such as feed-

forward neural network, bagged trees and fine Gaussian support vector machine (SVM) 

to predict Integrated Water Vapor (IWV). These AI models utilize ground parameters 

such as temperature, pressure, and humidity as inputs to train the predictive models 

[30]. 

A feed-forward neural network (FFNN) is a type of artificial neural network where 

connections between nodes do not form cycles. It consists of an input layer, one or 

more hidden layers, and an output layer. Data flows in one direction, from inputs to 

outputs, without looping back. Each layer has neurons that apply a weighted sum and 

an activation function (e.g., ReLU, sigmoid) to model complex, non-linear 

relationships. Feed-forward networks are widely used for regression and classification 

tasks and are trained using algorithms like backpropagation. The Levenberg-

Marquardt Algorithm (trainlm) is a powerful optimization method used in MATLAB 
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to train feed-forward neural networks, particularly for regression tasks. It combines 

the speed of the Gauss-Newton method with the stability of gradient descent, 

providing efficient error minimization. By iteratively updating weights and biases to 

reduce the mean squared error, trainlm adapts its approach based on the proximity to 

the optimal solution, ensuring faster convergence. While it is highly accurate and 

suitable for medium-sized datasets, its memory requirements can be high, making it 

less ideal for very large datasets [33]. 

Bagged trees, also known as bootstrap-aggregated decision trees, are an ensemble 

learning method. The algorithm creates multiple decision trees by training each one 

on a random bootstrap sample of the training data. Predictions are made by averaging 

the outputs of the individual trees for regression or using a majority vote for 

classification. While in this project it is uses for regression. Bagging reduces 

overfitting and improves model stability, making it effective for handling noisy 

datasets and complex relationships [34]. 

The fine Gaussian Support Vector Machine (SVM) is a variant of SVM that uses 

the Gaussian or Radial Basis Function kernel. It maps data into a higher-dimensional 

space where it can separate classes or fit a regression model with a fine-tuned decision 

boundary. The "fine" aspect refers to the small kernel scale used, which creates a more 

localized model with high sensitivity to data variations. SVMs work by finding a 

hyperplane that maximizes the margin between classes or minimizes the regression 

loss [35]. 
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2.2 Literature Review 

Several research is done in different areas contributes to a more completeness of 

studies. A research related to GNSS-derived precipitable water vapor is conduct at the 

Plate Boundary Observatory (PBO) network stations that were launched in 2008 for 

3D strain monitoring in North America and Alaska [13]. Another study about 

prediction of integrated water vapor using a machine learning technique uses two and 

half years (June 2018 - December 2020) of GNSS receiver measurements made at 

Gadanki (13.4593 N, 79.1684 E) [11]. While another similar study also used six-year 

rainfall data in South Tengerang, Indonesia, Suparta, and Samah (2020) predicted 

rainfall using the ANFIS time-series technique with 80% data validity [1]. 

While in machine learning, in an article of Izanlou et al. (2023) state that two 

machine learning methods, Random Forest Regression (RFR) and Extreme Gradient 

Boosting Regression (XGBR), are used to estimate PWV in the American region. 

Random forest is an ensemble learning method that can be used for regression or 

classification. The XGBR model was developed by Chen and Guestrin and is an 

advanced and popular algorithm used in ML [13]. Each ML algorithm possesses 

strengths and weaknesses. For example, the Neural Network (NN) is adapted in the 

nonlinear mapping of high-dimensional data but with poor interpretability, while the 

tree ensemble methods like GBDT and RF shows good interpretability and provide 

good prediction with smaller data set. Fortunately, the stacked ensemble algorithm can 

combine information from multiple heterogeneous models to acquire better predictive 

performance and robustness than any constituent base models [14]. 

There is a comparison or reference in terms of location and study duration from 

others. For example, in this study, Nirmala Bai Jadala el at.,2023 employs IWV time 
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series data from weather stations located at two distinct latitudes: VBIT, Hyderabad 

(India), and PWVUO station, Oregon (US). The datasets consist of GPS-derived IWV 

and meteorological data such as pressure (P), temperature (T), and relative humidity 

(RH) from the year 2014 for VBIT station and from 2020 for PWVUO station. Five 

machine learning algorithms were used: Optimized Ensemble (OE) model, Rational 

Quadratic Gaussian Process Regression (RQ-GPR), Neural Networks (NN), Cubic 

Support Vector Machine (CSVM), and Quadratic Support Vector Machine (QSVM). 

The analysis revealed that the OE model had the highest correlation coefficient of 99% 

at VBIT and 88% at PWVUO. Additionally, the performance metrics for the OE 

model at VBIT included a mean absolute error (MAE) of 0.64 kg/m², mean absolute 

percentage error (MAPE) of 3.80%, and root mean squared error (RMSE) of 0.94 

kg/m². At PWVUO, the OE model achieved an MAE of 1.91 kg/m², MAPE of 11.76%, 

and RMSE of 1.97 kg/m². These results indicate that the OE model outperformed the 

other models in terms of accuracy and reliability [12]. 

As stated in the paper of Just, A. C. el at., 2020, the Multi-Angle Implementation 

of Atmospheric Correction (MAIAC) algorithm provides column water vapor (CWV) 

data at a 1 km resolution from NASA's MODIS instruments aboard the Aqua and Terra 

satellites. This study demonstrates the use of the extreme gradient boosting (XGBoost) 

algorithm to enhance the estimation of MAIAC aerosol optical depth (AOD) and 

CWV. The XGBoost model, which incorporates nine features derived from land use 

terms, date, and ancillary variables, was validated using a spatiotemporal cross-

validation approach to avoid overfitting. The model significantly reduced the RMSE 

by 26.9% for the Terra dataset and 16.5% for the Aqua dataset in the Northeastern 

USA from 2000 to 2015. Further validation at independent SuomiNet GPS network 

stations showed RMSE reductions of 19.7% for Terra and 9.5% for Aqua. These 
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findings suggest that machine learning algorithms like XGBoost can effectively 

correct measurement errors and improve satellite-derived CWV data [36]. 

This research from R. Meenal el at., 2021 focuses on predicting global solar 

radiation (GSR) and wind speed for Tamil Nadu, India, using a random forest ML 

model. The model was validated with measured wind and solar radiation data collected 

from the India Meteorological Department (IMD) in Pune. The random forest model's 

performance was compared to statistical regression models and support vector 

machine (SVM) models. The random forest model exhibited superior accuracy, with 

a minimum mean squared error (MSE) of 0.750 and an R² score of 0.97. These results 

indicate that the random forest model provides more accurate weather predictions 

compared to regression and SVM models, highlighting its potential to reduce the 

dependency on expensive measuring instruments for acquiring solar radiation and 

wind speed data [37]. 

In conclusion, some machine learning models have been considered for this project 

after this literature review. This project is to investigate the modelling method to 

improve IWV forecasting models and contribute to better integrated water vapor 

prediction by using meteorological data in tropical regions from FTKEK satellite 

(Melaka, Malaysia), location (2.31403,102.31851) with half year dataset from 

23/10/2019 to 09/03/2020.  
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CHAPTER 3  

METHODOLOGY 

This chapter will discuss on steps involve for completing the project. The software, 

datasets, methods and formulas used are introduced in this chapter. There are several steps 

from obtaining ZTD, deriving IWV, Pearson correlation and VIF data analysis, machine 

learning data split and evaluation metrics until moving average filter. 
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3.1 Project Flowchart 

Figure 3.1 shows the flowchart of the project. 

 

Figure 3.1: Flowchart of The Project 

 

The workflow for deriving and predicting Integrated Water Vapor (IWV) begins 

with the collection of two datasets, raw GNSS data in RINEX format and 

meteorological data. The RINEX data consists of observation files (.O), GPS 

navigation files (.N), and GLONASS navigation files (.G), while the meteorological 

data includes parameters such as temperature, pressure, relative humidity, wind speed, 

solar irradiance, and rain rate. These datasets are collected for the period from October 

23, 2019, to March 9, 2020, at the FTKEK weather station in Melaka, Malaysia. 
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The next step involves using RTKLIB, an open-source GNSS data processing 

software. It is used to extract the Zenith Total Delay (ZTD) from the raw satellite data. 

Once the ZTD is obtained, it is converted into IWV using established formulas. This 

conversion utilizes some meteorological data (as it is in the same location) to separate 

ZTD into Zenith Hydrostatic Delay (ZHD) and Zenith Wet Delay (ZWD) and 

subsequently calculates IWV from ZWD. 

Finally, MATLAB is employed to develop various supervised machine learning 

models for IWV prediction. In this step, the meteorological data serves as the input to 

the models, while the IWV derived from ZTD acts as the output. The models are 

trained and analyzed to improve the prediction accuracy of IWV, ultimately providing 

valuable insights for atmospheric studies and weather forecasting. 

 

3.2 Dataset 

The dataset obtained is a raw satellite data in RINEX format that consist of .O 

(observation file contain information of base station), .N (navigation file contain 

information of GPS satellites) and .G (navigation file from GLONASS) and a 

meteorological data in Excel such as temperature, pressure, relative humidity, wind 

speed, solar irradiance and rain rate. Both dataset comprising half year of GNSS data 

from 23/10/2019 to 09/03/2020 obtained from FTKEK weather station (Melaka, 

Malaysia), location (2.31403,102.31851) FTKEK. The two datasets are obtained at 

the same location. The RINEX files contain information with 30 seconds interval. The 

meteorological data contains information with 1 minute interval. 
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3.3 Software 

3.3.1 RTKLIB 

 

Figure 3.2: RTKLIB 

 

RTKLIB (Real-Time Kinematic Library) is a versatile open-source software library 

designed for processing Global Navigation Satellite System (GNSS) data, created by 

Tomoji Takasu. It supports various positioning techniques, including Real-Time 

Kinematic (RTK), Post-Processing Kinematic (PPK), Precise Point Positioning (PPP), 

and Static GNSS positioning. Its adaptability, open-source accessibility, and 

compatibility with multiple GNSS systems—such as GPS, GLONASS, Galileo, and 

BeiDou—make it a valuable tool for researchers and engineers in satellite navigation 

and geospatial science. 

The RTKLIB toolbox includes several utilities tailored for GNSS data handling and 

analysis. Some key components include [38]: 

• RTKPOST: a post-processing tool for computing precise positions. 

• RTKNAVI: a real-time navigation application. 

• RTKCONV: a conversion tool for pre-processing raw GNSS data into RINEX 

and other formats. 
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• RTKPLOT: provides visual analysis of positioning accuracy, satellite 

visibility, and other metrics. 

• SBAS: precise ephemeris data corrections. 

• RTCM protocols: further enhancing positioning accuracy. 

A notable feature of RTKLIB is its compatibility with Python, which enhances the 

analysis and visualization of tropospheric delay data. This integration allows 

researchers to automate processing works and suitable for larger datasets which then 

leading to more convenient customizations. Moreover, RTKLIB's ability to compute 

Zenith Total Delay (ZTD) values makes it a critical tool for atmospheric studies, such 

as Integrated Water Vapor (IWV) estimation. However, the RTKPOST is widely used 

in this project. 

 

3.3.2 MATLAB 

 

Figure 3.3: MATLAB 

 

MATLAB is a high-level programming language and environment designed for 

numerical computing and data analysis. It provides a comprehensive platform for 



23 

 

performing complex mathematical operations, visualizing data, and developing 

algorithms. For machine learning, MATLAB includes specialized toolboxes such as 

the Deep Learning Toolbox and Regression Learner app, which simplify the process 

of building and training models. These tools allow you to input data, preprocess it, and 

apply machine learning algorithms with minimal coding. MATLAB offers 

functionalities for training models like feed-forward neural networks, decision trees, 

and support vector machines, making it a powerful tool for tasks such as predicting 

IWV from meteorological data. The environment also supports model evaluation, 

hyperparameter tuning, and performance visualization, ensuring a streamlined 

workflow for machine learning projects. 

 

3.3.3 Python 

 

Figure 3.4: Python 

 

Python, with tools like Pandas, Matplotlib, and Seaborn, is great for working with 

large datasets. Pandas makes it easy to arrange and clean dates, fix missing values by 

filling them with previous data, and change timestamps into a standard format. For 

plotting and visualizing data, library such as Matplotlib helps create graphs that make 

it easier to spot issues. Python also helps clear invalid dates and ensures all expected 
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dates are included, even if some data is missing. These tools make Python an excellent 

choice for managing and analyzing time-based data. 

 

3.4 Obtaining ZTD 

3.4.1 Combination of All Dates of RINEX file 

RINEX (Receiver Independent Exchange Format) is a standardized data format 

used in the field of satellite navigation and positioning. It was developed to enable the 

sharing and processing of raw data from GNSS (Global Navigation Satellite Systems) 

receivers, regardless of the manufacturer or model. It supports data from multiple 

GNSS constellations, such as GPS, GLONASS, Galileo, and BeiDou, enabling precise 

and versatile positioning solutions. RINEX files are widely used in applications such 

as geodesy, surveying, and precise positioning. Some files is in the raw format such 

as .o files (observation files), .n files (GPS navigation files), .g files (GLONASS 

navigation files), .e files (Galileo navigation files), .q files (QZSS navigation files), .i 

files (NAVIC navigation files), .s files (SBAS navigation files), .p or .nav files 

(combined or multi-GNSS navigation files) and .leo files (LEO satellites navigation 

files). Other files like .sp3 (precise ephemeris) and .clk (precise clock corrections) are 

auxiliary products generated by external analysis centers and are not part of raw GNSS 

data collected from the receiver. They are used for assisting the raw data files in 

RTKLIB to obtain more accurate results [39]. However, the .O file and .N file 

(GPS) .G file (GLONASS) is provided and only .O file and .N file are used in this 

project because we use only GPS to convert ZTD.  

The .O file in RINEX format contains the observations made by the GNSS receiver. 

This file records various types of measurements, including pseudorange, carrier phase, 
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doppler shift, and signal-to-noise ratio (SNR), collected from the satellites being 

tracked. These observations are made at specific timestamps and are associated with 

each tracked satellite in the GNSS constellation. Each entry in the .O file typically 

includes information about the satellite's PRN (Pseudo-Random Noise) code, signal 

type, and the measurement values, which are crucial for precise positioning tasks like 

Real-Time Kinematic (RTK) or Post-Processed Kinematic (PPK) solutions [39]. 

The .N file in RINEX format contains the navigation data provided by the GNSS 

satellites, which includes the satellite ephemerides and other related information 

required to compute the satellite's position at any given time. This file provides data 

such as satellite clock corrections, orbital parameters, almanac, and health status for 

each satellite. The .N file is essential for performing precise GNSS positioning, as it 

helps interpret the satellite signals received in the .O file. It allows for the calculation 

of the satellite's location and time adjustments, facilitating accurate positioning 

calculations by the receiver [39]. 

The original files contain both 3 .O, .N and .G in one zip file for 1 day. There is a 

total of 139 days, which contributes to 139 zip files in total. To avoid discontinuity of 

ZTD from day to day, the .O files of each day need to be combined by removing the 

header of the consecutive days, leaving the header of the first day. The same goes to .N 

files. While not doing for .G files as we don’t needed for it. All the operation is done 

by using python. Figure 3.5 and Figure 3.6 shows the example of the header and 

information contained of .O and .N files respectively.  
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Figure 3.5: Observation File 

 

Figure 3.6: Navigation File 

 

After combining the output will be a single .O file and a single .N file which contain 

their information from 23/10/2019 to 09/03/2020 respectively. The next step is to input 

them into RTKLIB to obtain a .pos (positioning solution file) and .pos.stat (its solution 

status file). 
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3.4.2 RTKPOST Settings 

The setting is crucial in obtaining the accurate ZTD. Figure 3.7, Figure 3.8 and 

Figure 3.9 show the settings in rtkpost.exe for this project. The important parameters 

will be mentioned in the following paragraphs. 

 

Figure 3.7: RTKPOST Interface 

 

 The interval is ticked and set to 60 seconds. Choose the path for .O, .N and output 

files. 
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Figure 3.8: RTKPOST Setting 1 

 

The positioning mode is set to PPP static which means for a static receiver at the 

FTKEK weather station at location (2.31403,102.31851) which achieves a high-

quality positioning. Precise Point Position (PPP) is crucial for obtaining ZTD. To 

obtain ZTD, it needs a precise point position and Q=6.  

 

Figure 3.9: Positioning Solution File 
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In RTKLIB, the Q flag in the positioning solution file (.pos file) indicates the 

quality flag or type of the GNSS solution [38]. 

• Q = 0: No solution 

• Q = 1: Fixed, solution by carrier‐based relative positioning and the integer 

ambiguity is properly resolved. 

• Q = 2: Float, solution by carrier‐based relative positioning but the integer 

ambiguity is not resolved. 

• Q = 3: SBAS Solution 

• Q = 4: DGPS, solution by code‐based DGPS solutions or single point 

positioning with SBAS corrections 

• Q = 5: Single, solution by single point positioning 

• Q = 6: PPP Solution 

The frequencies used to analyze are L1 (1575.42 MHz) and L2 (1227.60 MHz). 

Filter type is forward. The elevation mask is at 15° which means satellite that lower 

than 15° from the horizon of the earth is excluded in analyzation. The signal from GPS 

we use is broadcast signal, so the ionosphere correction and satellite ephemeris/clock 

is set to broadcast. For the troposphere correction, it is set to estimate ZTD in order to 

calculate and display the ZTD in the .pos.stat file. Tick for GPS only. 
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Figure 3.10: RTKPOST Setting 2 

 

 PPP-AR the most accurate setting in Integer Ambiguity Resolution. The number of 

filter iteration is left default as 1. Because over-filter will cause inaccuracy in the ZTD. 

The unmentioned parameters are left default. 

 

Figure 3.11: RTKPOST Output Setting 
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Solution format is set to Lat/Lon/Height to obtain latitude and height for the usage 

of what called surface pressure correction factor or gravity correction factor as shown 

in equation (3.1) [31]. This factor is then used for ZHD formula (equation (3.2)) [31]. 

𝑓(𝜃, ℎ) = 1 − 0.00266 cos(2𝜃) − 0.00028ℎ (3.1) 

• Latitude, θ 

• Height (km), h 

𝑍𝐻𝐷 = 2.2779 ∙
𝜌𝑆

𝑓(𝜃, ℎ)
 (3.2) 

• Surface Pressure (bar), 𝜌𝑆 

• Gravity Correction Factor, 𝑓(𝜃, ℎ) 

The height is based on the ellipsoidal model, meaning the Earth is assumed to have an 

elliptical shape instead of its actual uneven shape. This assumption is made to apply 

the gravity correction factor formula. The output solution status is set to residual, 

allowing it to generate a solution status file (.pos.stat file), from which the ZTD is 

obtained. Figure 3.12 shows the solution status file. 
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Figure 3.12: Solution Status File 

 

 The $TROP line in the solution status file is then extracted out. The $TROP line 

means Troposphere Parameter States. It is the estimated troposphere parameter 

(vertical troposphere delay residual). The format of a record is as follows as shown in 

the RTKLIB version 2.4.2 manual. $TROP,week,tow,stat,rcv,ztd,ztdf [38]. 

• week/tow: GPS week no./time of week (seconds) 

• stat: solution status (Q) 

• rcv: receiver (1: rover, 2: base station) 

• ztd: zenith total delay (m) float 

• ztdf: zenith total delay (m) fixed 

As we can see, ztdf which is a more precise solution for ZTD is unsolvable. It is 

because if the processing didn't successfully resolve the phase ambiguities to integer 

values, that is the solution is not fixed, ztd may be available, but ztdf (Zenith Total 
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Delay Fixed) may remain 0. The "fixed" solution relies on resolving the ambiguities 

to integers, and if this resolution isn't achieved, the ztdf will not be calculated. If the 

RINEX file is from a single base station and there are issues with the data (outdated 

or missing), it could affect the ambiguity resolution. So, it's essential to verify the 

quality and accuracy of the base station data as well. If the solution is using a single 

station (like rover-only data), ambiguity resolution is often harder to achieve. Base 

station data is needed to help resolve ambiguities, so if you're relying solely on rover 

data, achieving a fixed solution might be more difficult [40].  

 

Figure 3.13: Phase Ambiguity [41] 
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Figure 3.14: Base Station, Rover and Satellite 

 

The GPS week and time of week (TOW) are converted into standard date and time 

format and paired with their corresponding ZTD values. 

 

3.4.3 Cleaning ZTD data 

Figure 3.15 and Figure 3.16 illustrates the uncleaned ZTD data, which includes 

missing timestamps, invalid date such as the date 31/11/2019, and the presence of 

outliers. 
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Figure 3.15: Uncleaned ZTD 

 

 

Figure 3.16: ZTD Outliers 
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Figure 3.17: Cleaned ZTD 

 

Figure 3.17 displays the cleaned ZTD data, where missing timestamps and outlier 

values have been filled with the previous data points. This method is considered valid 

as it involves only a small portion of the dataset. While if it involves a larger portion, 

interpolation will be considered. The operation was performed using Python code and 

with manual data adjustments. The timestamp of ZTD is then +8 hours since the time 

in RINEX is using UTC 0. In Malaysia, the local time is UTC +8. The meteorological 

data is also recorded in UTC +8. This adjustment ensures that the timestamps in both 

files are aligned. 
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3.5 Deriving IWV 

3.5.1 Cleaning Latitude and Height 

Latitude and height are cleaned by replacing missing values and outliers with 

interpolations. The cleaned latitude and height are shown in Figure 3.18. 

 

Figure 3.18: Latitude and Height 

 

The initial part of the latitude and height data is inconsistent because the RTKLIB 

analyzer filters in the forward direction, and it does not yet have enough data to 

produce a stable solution initially. However, the average latitude and height are 

calculated for subsequent use because the station is at a static point, rather than a 

floating one. 

 

3.5.2 Cleaning Meteorological Data 

The timestamp of the meteorological data such as temperature, pressure, relative 

humidity, wind speed, rain rate and solar irradiance is cleaned by replacing missing 
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values and outliers with the previous data point for small portions of data and using 

interpolation for larger gaps. The cleaned meteorological data is shown in Figure 3.19. 

 

Figure 3.19: Cleaned Meteorological Data 

 

3.5.3 Finding for IWV 

Gravity correction factor as shown in equation (3.1) is applied in calculating the 

Zenith Hydrostatic Delay (ZHD) of Saastamoinen model as shown in equation (3.2) 

[31]. The average latitude and height are then substituted into Equation (3.1). 

𝑓(𝜃, ℎ) = 1 − 0.00266 cos(2𝜃) − 0.00028ℎ (3.1) 

• Latitude, θ 

• Height (km), h 

𝑍𝐻𝐷 = 2.2779 ∙
𝜌𝑆

𝑓(𝜃, ℎ)
 (3.2) 

• Surface Pressure (bar), 𝜌𝑆 

• Gravity Correction Factor, 𝑓(𝜃, ℎ) 
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After obtaining the ZHD, it can be subtracted from the ZTD, as shown in Equation 

(3.3). 

𝑍𝑊𝐷 = 𝑍𝑇𝐷 − 𝑍𝐻𝐷 (3.3) 

 

 

Figure 3.20: ZTD, ZHD and ZWD 

 

As shown in Figure 3.20, the composition percentages can be analyzed as follows: 

• Zenith Total Delay (ZTD) ~ 100% 

• Zenith Hydrostatic Delays (ZHD) ~ 90% 

• Zenith Wet Delays (ZWD) ~ 10% 

The ZHD (Zenith Hydrostatic Delay) is primarily influenced by surface pressure, 

which changes slowly over time and remains relatively stable. In contrast, the ZWD 
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(Zenith Wet Delay) is affected by atmospheric water vapor, which can vary 

significantly due to weather conditions, leading to greater fluctuations [42][43][44]. 

 Equation 3.3 represents IWV, equation 3.4 shows the conversion constant, 𝐾̅ [31], 

equation 3.5 represents the global weighted mean temperature of the atmosphere and 

equation 3.6 presents the weighted mean temperature of the atmosphere in the 

peninsular Malaysia region [45]. 

𝐼𝑊𝑉(𝑘𝑔𝑚−2) = 𝐾̅ ∙ 𝑍𝑊𝐷 (3.3) 

𝐾 =
106

((
𝑘3

𝑇𝑚
) + 𝑘2

′ ) 𝑅𝑉

 
(3.4) 

• Constant, 𝑘3 = 3.776 × 105𝐾2/𝑚𝑏𝑎𝑟 

• Constant, 𝑘2
′ = 17 𝐾/𝑚𝑏𝑎𝑟 

• Specific gas constant of water vapor, 𝑅𝑉 = 461.5 𝐽/(𝑘𝑔 ∙ 𝐾) 

• Water density, 𝜌 = 1000 𝑘𝑔𝑚−3 

𝑇𝑀 = 0.72𝑇𝑆 + 70.2 (3.5) 

𝑇𝑀 = 0.36𝑇𝑆 + 182.4 (3.6) 

• Atmosphere mean temperature (unit in K), 𝑇𝑀 

• Surface temperature (unit in K), 𝑇𝑆 

Equation (3.6) weighted mean temperature of the atmosphere in the Peninsular 

Malaysia region is used to obtain more accurate results compared to using a global 

model (equation (3.5)). 

 The conversion constant, 𝐾̅, should be around 160. However, the calculated value 

was incorrect. After confirming the units, it was found that the formula needed to be 
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multiplied by 100, likely due to a mistake in the unit used. The draft of proof is shown 

in appendix A. 

 After obtaining the IWV by substituting in these formulas. The output of the 

supervised machine learning is prepared. 

 

3.6 Pearson Correlation and VIF Data Analysis 

Pearson correlation is a statistical measure that quantifies the strength and direction 

of a linear relationship between two continuous variables. It is one of the most 

commonly used correlation coefficients in statistics. 

𝑟 =
∑(𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)

√∑(𝑥𝑖 − 𝑥̅)2 ∑(𝑦𝑖 − 𝑦̅)2
 (3.7) 

• 𝑥𝑖 and 𝑦𝑖 are individual data points. 

• 𝑥̅ and 𝑦̅ are the means of x and y. 

 

Table 3.1: Relationship in Pearson Correlation 

Range Relationship 

r = 1 A perfect positive linear relationship. 

r = −1 A perfect negative linear relationship. 

r = 0 no linear relationship. 

 

The value of r ranges between -1 and 1. But variables may still have a non-linear 

relationship especially non-linear machine learning are used. 
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 Variance Inflation Factor (VIF) is a statistical metric used to detect 

multicollinearity in a dataset. Multicollinearity occurs when two or more independent 

variables in a regression model are highly correlated, which can distort the estimated 

coefficients and reduce the model's interpretability. VIF measures how much the 

variance of a regression coefficient is inflated due to multicollinearity with other 

variables in the model. 

𝑉𝐼𝐹(𝑋𝑖) =
1

1 − 𝑅𝑖
2 (3.8) 

Where 𝑅𝑖
2is the coefficient of determination (R-squared) obtained by regressing 𝑋𝑖 on 

all other independent variables. While R-squared is the squared of Pearson correlation. 

A linear regression model is fit with 𝑋𝑖 as shown in equation (3.9). 

𝑋𝑖 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑘−1𝑋𝑘−1 + 𝜖 (3.9) 

 

Table 3.2: Interpretation of VIF 

Condition Interpretation 

VIF = 1 
No multicollinearity. The variable is completely independent 

of other variables. 

1< VIF ≤ 5 Low to moderate multicollinearity (acceptable). 

VIF > 5 
High multicollinearity (problematic and may need further 

investigation). 

VIF > 10 
Severe multicollinearity. This variable may need to be 

removed or the model re-evaluated. 
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3.7 Machine Learning Data Split and Evaluation Metrics 

The investigated inputs or features (meteorological data) and output (IWV) is fed 

into various machine learning model to evaluate its performance. The best 3 machine 

learning models will be presented in the result. In machine learning, it is practical to 

split dataset to a common 80% and 20% or 70% and 30% for train and validate and 

test respectively. Cross validation is employed to address limitations caused by 

insufficient data for the shortest training time model (bagged tree). Table 3.3 shows 

the data splitting of 3 machine learning models. 

 

Table 3.3: Data Splitting 

Models Feedforward 

Neural Network 

Bagged Tree Fine Gaussian 

SVM 

Train phase 80% train 

10% validation 

10% test 

80% train 

20% validation 

85% train 

15% validation 

Cross validation - With cross-

validation k=5 

- 

Test with unseen 

data 

Last 1 week for 

test 

Last 1 week for 

test 

Last 1 week for 

test 

 

  In regression tasks, the goal is to predict continuous values based on input 

features. Evaluation metrics for regression models help measure how well the 

predicted values match the actual target values. Common regression evaluation 

metrics include: 

1. Mean Absolute Error (MAE): 
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𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 − 𝑦𝑖̂|

𝑛

𝑖=1

 (3.9) 

2. Mean Squared Error (MSE): 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖̂)

2

𝑛

𝑖=1

 (3.10) 

3. Root Mean Squared Error (RMSE): 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖̂)

2

𝑛

𝑖=1

 (3.11) 

4. R-Squared (R²): 

𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦𝑖̂)

2𝑛
𝑖=1

∑ (𝑦𝑖 − 𝑦𝑖̅)
2𝑛

𝑖=1

 (3.12) 

5. Adjusted R-Squared: 

𝐴𝑑𝑗 𝑅2 = 1 −
(1 − 𝑅2)(𝑛 − 1)

𝑛 − 𝑝 − 1
 (3.13) 

 

• predicted value, 𝑦𝑖 

• actual value, 𝑦𝑖̂ 

• mean of actual value, 𝑦𝑖̅ 

• number of samples, 𝑛 

• number of features/inputs in the model, 𝑝 
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3.8 Moving Average Filter (MAF) 

A moving average filter (MAF) is a simple and widely used technique in signal 

processing and time series analysis for smoothing data. It works by calculating the 

average of a fixed number of consecutive data points within a sliding window that 

moves across the dataset. The resulting smoothed data reduces noise or fluctuations, 

making trends or patterns more apparent.  

However, the moving average filter also has some side effects. It introduces a lag 

in the data because the filtered value at each point is influenced by neighboring points 

within the window. Additionally, while larger window sizes produce smoother results, 

they may distort or eliminate short-term variations, potentially masking important 

details in the data. 

In this study, a MAF is applied to reduce noise and improve data quality before 

further analysis. For example, in Figure 3.21 shows the effect of applying a moving 

average filter. The blue line represents unfiltered data, while the red line shows the 

smoothed data after filtering. 

 

Figure 3.21: Moving Average Filter  
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CHAPTER 4  

RESULTS AND DISCUSSION 

This chapter explores into the results of the Pearson correlation, variance inflation 

factor, investigation on the relationship between meteorological data and IWV, 

moving average filter improvement, machine learning models and adding filter and 

summary of machine learning models. 
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4.1 Pearson Correlation 

Since correlation and VIF only account for linear relationships, they serve as 

references to simplify the selection of features. However, testing with nonlinear 

models is still necessary to confirm their suitability. Figure 4.1 shows the correlation 

between all data including meteorological data and IWV.  

 

Figure 4.1: Pearson Correlation 

 

The temperature, pressure, humidity, and wind speed were used as input features and 

tested using a neural network. This combination produced the best results compared 

to using other meteorological data.  
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A positive time-lag Pearson correlation of meteorological data vs IWV with a 

forwarded 2-hour interval is investigated as shown in Table 4.1. This means the 

meteorological is forecasting the IWV in a few hours later. The forwarded means the 

present meteorological data is forecasting or predicting the future IWV. This analysis 

is conducted to assess the validity of the applied filter, as the filter introduces a lag in 

the data. Because adding filter can improve the predicted result. In the table, the IWV 

is forwarded according to the forwarding hours, and the correlation is calculated. The 

investigation is done in the range of day and week respectively as shown in Table 4.1, 

Figure 4.2, Table 4.2 and Figure 4.3. 

 

Table 4.1: Positive Time-Lag Pearson Correlation in a Day 

Forecas

ted 

hours 

Temp(

%) 

Pressur

e(%) 

Humidi

ty(%) 

Wind 

Speed(

%) 

Solar 

Radianc

e(%) 

Rain 

Rate(%) 

Total 

(%) 

0 9 27 20 23 2 2 83 

2 13 24 25 25 6 2 95 

4 17 20 28 27 10 1 103 

6 19 18 30 28 14 1 110 

8 17 21 29 29 17 1 114 

10 12 27 25 28 17 1 110 

12 5 33 18 26 11 1 94 

14 2 33 11 23 3 2 74 

16 7 29 7 20 5 1 69 

18 7 25 7 19 7 1 66 

20 3 24 10 20 6 1 64 

22 3 26 15 22 2 1 69 

24 8 26 20 24 3 1 82 
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Figure 4.2: Total Positive Time-Lag Pearson Correlation in a Day 

 

Table 4.2: Positive Time-Lag Pearson Correlation in a Week 

Forecas

ted days 

Temp(

%) 

Pressur

e(%) 

Humidit

y(%) 

Wind 

Speed(

%) 

Solar 

Radianc

e(%) 

Rain 

Rate(%) 

Total 

(%) 

0 9 27 20 23 2 2 83 

1 8 26 20 24 3 1 82 

2 8 26 18 26 2 1 81 

3 8 29 17 27 2 1 84 

4 4 34 11 24 0 0 73 

5 3 35 7 19 1 0 65 

6 3 33 6 13 2 1 58 

7 5 31 5 11 2 2 56 
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Figure 4.3: Total Positive Time-Lag Pearson Correlation in a Week 

 

 From the graphs, the conclusion can be made that the IWV can be forecasted up to 

a day ahead without exceeding 12 hours. However, over a week, the linear correlation 

decreases significantly. 

 

4.2 Variance Inflation Factor (VIF) 

The Variance Inflation Factor (VIF) is used for feature selection as shown in Table 

4.3. While the time-lagged (forwarded) IWV is also examined to evaluate the impact 

of the applied filter as shown in Table 4.4 and Table 4.5. Figure 4.4 and Figure 4.5 

show the VIF of IWV-only with consecutive forecasts in a day and in a week 

respectively. The word “forwarded” means the present meteorological data is 

forecasting or predicting the future IWV.  

 



51 

 

Table 4.3: Variance Inflation Factor (VIF) 

 Feature VIF 

1. Temp 11.512744 

2. Pressure 1.358619 

3. Humidity 11.751136 

4. Wind Speed 1.441075 

5. Solar Radiance 2.418669 

6. Rain Rate 1.003366 

7. IWV 1.312346 

 

Table 4.4: VIF with Forecasted Hours 

Forecas

ted 

hours 

Temp(

%) 

Pressur

e(%) 

Humidit

y(%) 

Windsp

eed(%) 

Solar 

Radianc

e(%) 

Rain 

Rate(%) 

IWV(%

) 

0 11.5127 1.3586 11.7511 1.4410 2.4186 1.0033 1.3123 

2 11.5185 1.3413 11.7884 1.4426 2.4008 1.0033 1.3168 

4 11.5605 1.3038 11.8211 1.4443 2.3685 1.0033 1.3019 

6 11.6503 1.2801 11.8919 1.4428 2.3335 1.0033 1.2955 

8 11.7955 1.2866 11.9846 1.4399 2.3094 1.0033 1.3054 

10 11.9335 1.3198 12.0339 1.4375 2.3039 1.0034 1.3303 

12 12.0062 1.3566 12.0456 1.4377 2.3064 1.0034 1.3478 

14 12.0910 1.3510 12.0922 1.4376 2.3220 1.0035 1.3340 

16 12.1761 1.3130 12.1630 1.4364 2.3478 1.0035 1.3044 

18 12.1033 1.2887 12.1201 1.4365 2.3702 1.0034 1.2770 

20 11.8893 1.2940 11.9734 1.4393 2.3882 1.0034 1.2681 

22 11.6840 1.3186 11.8260 1.4434 2.3978 1.0034 1.2819 

24 11.5749 1.3349 11.7562 1.4467 2.3974 1.0034 1.3011 
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Figure 4.4: VIF of IWV-only with Forwarded Hours in a Day 

 

Table 4.5: VIF with Forecasted Days 

Forwar

ded 

Time(d

ays) 

Temp(

%) 

Pressur

e(%) 

Humidit

y(%) 

Windsp

eed(%) 

Solar 

Radianc

e(%) 

Rain 

Rate(%) 

IWV(%

) 

0 11.5127 1.3586 11.7511 1.4410 2.4186 1.0033 1.3123 

1 11.5749 1.3349 11.7562 1.4467 2.3974 1.0034 1.3011 

2 11.3680 1.3341 11.3569 1.4641 2.3971 1.0034 1.2763 

3 11.2150 1.3722 11.0060 1.4841 2.4109 1.0034 1.2849 

4 11.2618 1.4208 10.7904 1.4919 2.4119 1.0034 1.2766 

5 11.3737 1.4372 10.7627 1.4824 2.4115 1.0035 1.2504 

6 11.4177 1.4198 10.7120 1.4659 2.4139 1.0035 1.2137 

7 11.5009 1.3985 10.6798 1.4600 2.4101 1.0035 1.1935 
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Figure 4.5: VIF of IWV-only with Forwarded Hours in a Week 

 

From the graphs, the conclusion can be made that the IWV can be forecasted up to 

a day ahead without exceeding 16 hours. However, over a week, the linear correlation 

decreases significantly. 

The final input features selected for the machine learning model include 

temperature, pressure, relative humidity and wind speed, with the output being IWV, 

as shown in Figure 4.6. 
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Figure 4.6: Input Features and Output of the Machine Learning 

 

4.3 Investigation on the relationship between meteorological data and IWV 

 

Figure 4.7: Relationship between 3 important meteorological data and IWV 

 

 As shown in Figure 4.7, the relationship between temperature (in red), pressure (in 

blue), relative humidity (in green), and IWV (in purple) can be analyzed. When the 

temperature rises, relative humidity tends to decrease. This is because relative 
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humidity is influenced by temperature. Relative humidity is defined as the air's 

capacity to hold moisture.  As temperature increases, the air's capacity to hold moisture 

increases, causing a drop in relative humidity. Therefore, these two features 

temperature and relative humidity together can provide valuable information about the 

moisture content in the air.  

Both temperature and relative humidity follow a daily cycle. In contrast, pressure 

follows a bi-daily cycle. When the temperature rises or falls, pressure tends to increase. 

However, when the temperature remains stable, pressure tends to decrease. This 

indicates an inverse relationship between pressure and temperature variation in the 

dataset. 

However, for the wind speed, it will fluctuate and have higher intensity during 

daytime and when higher temperatures. 

The IWV is typically the lowest at 6 to 8 am and achieve the highest at 4 to 6 pm. 

It goes through this single cycle in a day. 

 

4.4 Moving Average Filter Improvement 

Applying a longer filter can result in a much higher R, but it may eliminate the daily 

pattern in the data. To achieve an optimal balance, the goal is to retain the daily pattern 

while filtering out high-frequency noise. The best filter duration is determined by 

observing the time response plot and identifying the filter hour that provides the most 

suitable balance between preserving the daily pattern and reducing noise. An example 

from feedforward neural network as shown in Figure 4.8 demonstrates how the degree 

of filter affects the filter result. 
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Figure 4.8: Filter Effect 

 

 The best filter window for feed-forward neural network is 8 hours, for bagged tree 

is 2 hours, and for fine gaussian SVM is 8 hours which will cause 4 hours, 1 hour and 

4 hours lag for the respective models. 

 

4.5 Machine Learning Models and Adding Filter 

4.5.1 Feedforward Neural Network 

The data split while train is Train 80%, validation 10% and test 10%. After training, 

the model is tested with one week of unseen data. The feed-forward neural network 

architecture is optimized by gradually increasing the number of neurons in the first 

layer until there is no significant improvement in the results. A second layer is then 

added, and the number of neurons in the second layer is increased until further 

improvements become negligible. Another factor to consider is the training time. If 

the training time becomes excessively long, the process is stopped at that point. The 

front layer primarily focuses on feature extraction, while the back layer is responsible 

for classification. The final architecture consists of 80 neurons in the first layer and 20 

neurons in the second layer, as illustrated in Figure 4.9. 
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Figure 4.9: Feedforward Neural Network Architecture 

 

 The R value is treated as the evaluation metrics in producing the best model. The 

graph for R is shown in Figure 4.10. The test and validation data point are selected 

randomly from the whole data.  
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Figure 4.10: R Value for Training, Validation, Test and Total 

 

 

Figure 4.11: Feedforward Neural Network Time Series Graph 
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 Figure 4.12 shows the comparison of test result between without filter and filtered 

of each hyperparameters. R is the evaluate metric. While the result of each 

hyperparameter and without filter, forwarded for purpose of adding filter and filtered 

is shown in appendix B. 

 

Figure 4.12: FFNN without Filter and Filtered of Each Hyperparameter 

 

The best test result obtained is R = 0.3223. 

 

4.5.2 Bagged Tree  

The data split while train is Train 80% and validation 20%. After training, the model 

is tested with one week of unseen data. To optimize a bagged tree, the number of 

learners is increased, and the minimum number of leaves is decreased. The more 

learners, the better the performance, but it may lead to overfitting. The fewer leaves, 
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the better the performance, but it also risks overfitting. However, the final number of 

learners is set to 100, and the minimum number of leaves is set to 5. Figure 4.13, 

Figure 4.14 and Figure 4.15 shows the training results. 

 

Figure 4.13: Bagged Tree Training Result 

 

 



61 

 

 

Figure 4.14: Bagged Tree Time Series Response Plot 

 

 

Figure 4.15: Bagged Tree R Plot 

 

Figure 4.16 shows the comparison of test result between without filter and filtered 

of each hyperparameters. R is the evaluate metric. While the result of each 

hyperparameter and without filter, forwarded for purpose of adding filter and filtered 

is shown in appendix B. 
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Figure 4.16: Bagged Tree without Filter and Filtered of Each Hyperparameter 

 

The best test result obtained is R = 0.2418. 

 

4.5.3 Fine Gaussian SVM 

The data is split into 85% for training and 15% for validation. After training, the 

model is tested with one week of unseen data. The Fine Gaussian SVM model is set 

to automatic mode, allowing it to optimize and tune itself to achieve the best 

performance. Figures 4.17, 4.18, and 4.19 illustrate the training results. 



63 

 

 

Figure 4.17: Fine Gaussian SVM Training Result 

 

 

Figure 4.18: Fine Gaussian SVM Time Series Response Plot 
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Figure 4.19: Fine Gaussian SVM R Plot 

 

Figure 4.19 shows the comparison of test result between without filter and filtered. 

R is the evaluate metric. While the result of without filter, forwarded for purpose of 

adding filter and filtered is shown in appendix B. 

 

Figure 4.20: Fine Gaussian SVM without Filter and Filtered of Each 

Hyperparameter 
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The best test result obtained is R = 0.3893. 

 

4.6 Summary of Machine Learning Models 

Afterward, the filtered is considered for the best result of both 3 models. Filter has 

averagely increased the R value by 13% in total.  

Figure 4.21 displays a comparison of the time series graphs for the three models 

with the actual data. Figure 4.22 provides a close-up view of this comparison. Figure 

4.23 presents the time series graph averaged to weeks, and Figure 4.24 summarizes 

the best results for all three models. 

 

Figure 4.21: Time Series Graphs for 3 Models with Actual Data 
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Figure 4.22: Close up of Time Series Graphs for 3 Models with Actual Data 

 

Figure 4.23: Time Series Graph Averaged to Weeks 
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Figure 4.24: Best Results for 3 Models 

 

In regression, a test R value between 0.7 and 0.9 is typically considered sufficient 

for real-world applications. As shown in the graph, the training data for FFNN 

(0.8134) and bagged tree (0.9487) models aligns closely with the actual data compared 

to the fine Gaussian SVM (0.6821). However, on test data, the fine Gaussian SVM 

generalizes better (0.3893), while FFNN (0.3223) and bagged tree (0.2418) struggle 

to perform as well. This is a common challenge in machine learning, where a model 

may fit the training data well but fail to make accurate predictions on unseen test data 

due to overfitting. 

The test data results seem relatively low in this case, but it's important to understand 

the context. In Figure 4.10, Figure 4.13, and Figure 4.17, the validation R values are 

0.70 for FFNN, 0.72 for the bagged tree, and 0.35 for fine Gaussian SVM. The 

validation data was randomly selected from the training data which leads to better 

results compared to the test data. The test data on the other hand, consists of the last 
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week of the entire dataset. As shown in Figure 4.3, the total positive time-lag Pearson 

correlation over a week, and in Figure 4.5, the VIF of IWV-only data with forwarded 

hours, the linear correlation decreases significantly after one week. This indicates that 

using test data from the last week could lead to poor prediction results.  

Why don’t just pick randomly from the data for the test data? While in time series 

regression, it is generally better to test the model on the last part of the data, also called 

the "holdout" or "out-of-sample" set, rather than randomly picking from the entire 

dataset. This approach mimics how the model will perform in the real world, where 

future data is used to make predictions, and ensures the model is tested on unseen data 

that follows the temporal order. Randomly picking test data can lead to data leakage, 

where the model might have access to future information during training, which is not 

realistic for time series problems. By reserving the last portion of the data for testing, 

you preserve the chronological integrity of the dataset.  

Given that the data only covers a six-month period from 23/10/2019 to 09/03/2020 

and was collected during Malaysia's Northeast Monsoon season (November to March) 

which often brings unpredictable weather, the results are understandable even if they 

are not ideal. However, the model's performance could be improved by gathering more 

data, ideally over a year or more to capture more trends and better account for 

variations in the weather. 
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Figure 4.25: Comparison Without Average and Averaged to Week 

 

Figure 4.25 suggests that averaging the output (IWV) over a longer period such as 

a week could lead to better results. It shows a potential that predicting IWV in a longer 

term such as weeks instead of minutes will produce a better result. However, it needs 

to retrain and redo the project for week intervals. The RMSE is used in this graph 

instead of R is because after averaged to weeks, it left too few data points to effectively 

assess R. 
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CHAPTER 5  

CONCLUSION AND FUTURE WORKS 

This chapter discussed about conclusion and future work recommendation for the 

project Machine Learning-based Prediction of Integrated Water Vapor using 

Meteorological Data.  
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5.1 Conclusion 

This study explored the prediction of Integrated Water Vapor (IWV) using machine 

learning models and derived IWV from Zenith Total Delay (ZTD) obtained via 

RTKLIB, applying the Saastamoinen model to separate Zenith Hydrostatic Delay 

(ZHD) and Zenith Wet Delay (ZWD). Models like Feed-Forward Neural Networks 

(FFNN), Bagged Trees, and Fine Gaussian SVM were used to predict IWV from 

meteorological inputs. 

The FFNN and Bagged Trees achieved high R values during training, at 0.81 and 

0.95, respectively, but struggled to generalize to test data. Fine Gaussian SVM, while 

achieving a lower training R value of 0.68, demonstrated better generalization with an 

R value of 0.39 on unseen test data. The application of moving average filters 

improved the overall model output by 13%, effectively smoothing high-frequency 

noise and enhancing prediction stability. Data preprocessing, feature optimization, and 

time-lag analysis contributed to improved performance. Weekly averaged IWV 

predictions demonstrated lower RMSE, suggesting that longer-term forecasting is 

more robust.  

 

5.2 Future Work 

For future work, extending the dataset used in this study is a key step to improving 

the model’s accuracy. The dataset currently spans only a few months, and collecting 

data over a longer period, ideally covering at least one full year, would provide a more 

comprehensive understanding of seasonal variations and trends, which would enhance 

the model's generalization. In addition, while weekly intervals showed promising 

results for IWV prediction, further investigation into different time intervals such as 
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daily or monthly could help determine the most optimal time resolution for accurate 

forecasting. 

Exploring alternative machine learning techniques, such as deep learning models 

or ensemble methods, could potentially lead to even better predictive performance. 

Expanding the set of features used in the models is also crucial. Including additional 

meteorological data, such as wind speed, solar radiation, or cloud cover, could provide 

more context for predicting IWV and help refine the model's accuracy. 
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Appendix B 

Full Result of Each Parameters 

Feedforward Neural Network 

Table 1: Result Without Filter 

Tuned 

Hyperparame

ter (neurons 

and layers) 

Train/Va

lidation/

Test 

MSE RMSE MAE R-

squared 

Adjusted 

R 

10 

Train time: 

0:50 

Model size: 

5 KB 

Train 100.594

0 

10.0297 7.6629 0.5690 0.3237 

Test 125.035

0 

11.1819 9.5863 0.1573 0.0245 

Total 101.833

8 

10.0913 7.7604 0.5571 0.3103 

80 

Train time: 

10:17 

Model size: 

12 KB 

Train 83.5697 9.1416 6.8281 0.6620 0.4382 

Test 143.331

6 

11.9721 10.2708 0.1293 0.0164 

Total 86.6011 9.3060 7.0027 0.6433 0.4138 

80+20 

Train time: 

19:27 

Model size: 

36 KB 

Train 76.9800 8.7738 6.4827 0.6946 0.4825 

Test 143.896

9 

11.9957 10.0765 0.1218 0.0145 

Total 80.3744 8.9652 6.6650 0.6753 0.4560 

 

Table 2: Result With IWV Forwarded 4 Hours for Filter 

Tuned 

Hyperparame

ter (neurons 

and layers) 

Train/Va

lidation/

Test 

MSE RMSE MAE R-

squared 

Adjusted 

R 

10 

Train time: 

0:36 

Model size: 

5 KB 

Train 97.2987 9.8640 7.5205 0.5886 0.3465 

Test 118.950

8 

10.9065 8.9631 0.2141 0.0455 

Total 98.3983 9.9196 7.5937 0.5780 0.3341 

80 

Train time: 

10:10 

Model size: 

12 KB 

Train 81.0764 9.0042 6.7638 0.6749 0.4554 

Test 145.837

1 

12.0763 9.6318 0.1224 0.0147 

Total 84.3653 9.1851 6.9094 0.6553 0.4294 

80+20 Train 74.0609 8.6059 6.3700 0.7089 0.5025 
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Train time: 

46:55 

Model size: 

36 KB 

Test 144.864

9 

12.0360 9.7504 0.1551 0.0238 

Total 77.6568 8.8123 6.5417 0.6891 0.4749 

 

Table 3: Result After 8 Hours Filter 

Tuned 

Hyperparame

ter (neurons 

and layers) 

Train/Va

lidation/

Test 

MSE RMSE MAE R-

squared 

Adjusted 

R 

10 

Train time: 

0:36 

Model size: 

5 KB 

Train 86.8094 9.3172 7.1662 0.6666 0.4443 

Test 115.428

6 

10.7438 9.1397 0.1857 0.0342 

Total 88.2611 9.3947 7.2663 0.6548 0.4287 

80 

Train time: 

10:10 

Model size: 

12 KB 

Train 63.6928 7.9808 6.0098 0.7871 0.6196 

Test 113.680

2 

10.6621 8.8472 0.2521 0.0633 

Total 66.2284 8.1381 6.1537 0.7727 0.5970 

80+20 

Train time: 

46:55 

Model size: 

36 KB 

Train 54.7274 7.3978 5.5224 0.8276 0.6849 

Test 109.680

0 

10.4728 8.8256 0.3223 0.1036 

Total 57.5148 7.5839 5.6899 0.8134 0.6616 

 

Bagged Tree 

Table 4: Result Without Filter 

Tuned 

Hyperparame

ter (number 

of learners) 

Train/Va

lidation/

Test 

MSE RMSE MAE R-

squared 

Adjusted 

R 

30 

Train time: 

0:40 

Model size: 

108.215 MB 

Train 23.7084 4.8691 2.8635 0.9193 0.8452 

Test 159.287

9 

12.6209 10.1058 0.1354 0.0180 

Total 30.5856 5.5304 3.2309 0.8916 0.7949 

70 

Train time: 

1:34 

Model size: 

243.209 MB 

Train 23.3786 4.8351 2.8478 0.9207 0.8477 

Test 158.098

5 

12.5737 10.0966 0.1412 0.0196 

Total 30.2122 5.4966 3.2155 0.8931 0.7977 
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100 

Train time: 

2:11 

Model size: 

344.577 MB 

Train 23.2921 4.8262 2.8442 0.9211 0.8484 

Test 158.364

8 

12.5843 10.1190 0.1396 0.0192 

Total 30.1437 5.4903 3.2132 0.8934 0.7982 

 

Table 5: Result With IWV Forwarded 1 Hours for Filter 

Tuned 

Hyperparame

ter (number 

of learners) 

Train/Va

lidation/

Test 

MSE RMSE MAE R-

squared 

Adjusted 

R 

30 

Train time: 

1:00 

Model size: 

108.439 MB 

Train 23.9912 4.8981 2.8806 0.9182 0.8431 

Test 158.179

9 

12.5770 10.1351 0.1558 0.0240 

Total 30.8000 5.5498 3.2487 0.8907 0.7934 

70 

Train time: 

2:03 

Model size: 

243.804 MB 

Train 23.5503 4.8529 2.8571 0.9201 0.8465 

Test 156.930

0 

12.5272 10.1148 0.1587 0.0249 

Total 30.3180 5.5062 3.2253 0.8928 0.7970 

100 

Train time: 

2:14 

Model size: 

345.010 MB 

Train 23.5332 4.8511 2.8524 0.9201 0.8466 

Test 156.891

8 

12.5256 10.0807 0.1597 0.0252 

Total 30.2998 5.5045 3.2191 0.8928 0.7971 

 

Table 6: Result After 2 Hours Filter 

Tuned 

Hyperparame

ter (number 

of learners) 

Train/Va

lidation/

Test 

MSE RMSE MAE R-

squared 

Adjusted 

R 

30 

Train time: 

1:00 

Model size: 

108.439 MB 

Train 13.0651 3.6146 2.4327 0.9690 0.9390 

Test 117.326

3 

10.8317 9.1820 0.2390 0.0568 

Total 18.3537 4.2841 2.7750 0.9485 0.8997 

70 

Train time: 

2:03 

Model size: 

243.804 MB 

Train 13.0400 3.6111 2.4290 0.9691 0.9391 

Test 117.473

7 

10.8385 9.1997 0.2399 0.0573 

Total 18.3373 4.2822 2.7724 0.9486 0.8998 

100 Train 13.0268 3.6093 2.4268 0.9691 0.9392 



86 

 

Train time: 

2:14 

Model size: 

345.010 MB 

Test 117.228

2 

10.8272 9.1518 0.2418 0.0582 

Total 18.3123 4.2793 2.7679 0.9487 0.9000 

 

Fine Gaussian SVM 

Table 7: Result Without Filter, Forwarded, and Filtered 

Model Train/Va

lidation/

Test 

MSE RMSE MAE R-

squared 

Adjusted 

R 

Normal 

Train time: 

11:44 

Model size: 

12.063 MB 

Train 96.7351 9.8354 7.2931 0.5932 0.3519 

Test 127.308

2 

11.2831 9.5791 0.2369 0.0558 

Total 98.2859 9.9139 7.4091 0.5819 0.3386 

Forwarded 

4hr 

Train time: 

8:17 

Model size: 

12.143 MB 

Train 94.9081 9.7421 7.1958 0.6037 0.3645 

Test 127.759

1 

11.3031 9.3988 0.2589 0.0668 

Total 96.5765 9.8273 7.3077 0.5918 0.3503 

Filtered 

Train time: 

8:17 

Model size: 

12.143 MB 

Train 80.8273 8.9904 6.7375 0.6925 0.4795 

Test 113.284

3 

10.6435 9.0489 0.3893 0.1513 

Total 82.4737 9.0815 6.8547 0.6821 0.4652 

 

Best Result of 3 Models 

Table 8: Best Result of 3 Models 

Models Train/Va

lidation/

Test 

MSE RMSE MAE R-

squared 

Adjusted 

R 

Feedforward

NN 

Train time: 

46:55 

Model size: 

36 KB 

Train 54.7274 7.3978 5.5224 0.8276 0.6849 

Test 109.680

0 

10.4728 8.8256 0.3223 0.1036 

Total 57.5148 7.5839 5.6899 0.8134 0.6616 

Train 13.0268 3.6093 2.4268 0.9691 0.9392 
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Bagged Tree 

Train time: 

2:14 

Model size: 

345.010 MB 

Test 117.228

2 

10.8272 9.1518 0.2418 0.0582 

Total 18.3123 4.2793 2.7679 0.9487 0.9000 

SVM 

8:17 

Model size: 

12.143 MB 

Train 80.8273 8.9904 6.7375 0.6925 0.4795 

Test 113.284

3 

10.6435 9.0489 0.3893 0.1513 

Total 82.4737 9.0815 6.8547 0.6821 0.4652 

 

After Averaged to Week 

Table 9: Result Averaged to Week 

Models Train/Va

lidation/

Test 

MSE RMSE MAE R-

squared 

Adjusted 

R 

Feedforward

NN 

Train time: 

46:55 

Model size: 

36 KB 

Train 29.1252 5.3968 4.4048 0.9359 0.8473 

Test 9.2015 3.0334 2.6079 -1.0000 1.0000 

Total 27.0280 5.1988 4.2156 0.9378 0.8553 

Bagged Tree 

Train time: 

2:14 

Model size: 

345.010 MB 

Train 5.3593 2.3150 1.8935 0.9950 0.9876 

Test 4.8044 2.1919 1.6299 -1.0000 1.0000 

Total 5.3009 2.3024 1.8657 0.9942 0.9862 

Filtered 

Train time: 

8:17 

Model size: 

12.143 MB 

Train 46.1622 6.7943 5.5792 0.8454 0.6489 

Test 11.0794 3.3286 2.8473 -1.0000 1.0000 

Total 42.4693 6.5168 5.2917 0.8571 0.6816 
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