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ABSTRACT 

This project involves conducting a comprehensive regression analysis on the specific 

yield of thin film solar panels. Utilizing a weather data that represents five independent 

variables, that are; global irradiance, tilt irradiance, average temperature, average 

relative humidity, and average windspeed. The study aims to develop a predictive 

model for the specific yield of thin film solar panels. There are five single regression 

models and four multiple regression models developed in this study for predicting 

specific yield. The models' accuracy is measured using mean absolute error (MAE), 

mean squared error (MSE), and mean percentage error (MPE). The regression model 

suited the data well, with MAE ranging from 0.56 to 1.01, MSE ranging from 0.71 to 

2.13, and MPE ranging from 5.85% to 43.44%. Through regression techniques, the 

relationships between the independent variables and specific yield are explored, 

providing valuable insights into the performance of thin film solar technology under 

varying conditions. The regression model with relative humidity and tilt irradiance is 

the most accurate multiple regression model for prediction of specific yield by this 

solar panel at the FTKE, UTeM. The findings of this study are to understand factors 

influencing specific yield production in thin-film solar panels, contributing to the 

optimization of their efficiency and overall sustainability. 
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ABSTRAK 

Projek ini melibatkan analisis regresi komprehensif ke atas hasil spesifik panel solar 

filem nipis. Menggunakan data cuaca yang mewakili lima pembolehubah bebas, iaitu; 

sinaran global, sinaran condong, suhu purata, kelembapan relatif purata, dan kelajuan 

angin purata. Kajian ini bertujuan untuk membangunkan model ramalan untuk hasil 

spesifik panel solar filem nipis. Terdapat lima model regresi tunggal dan empat model 

regresi pelbagai yang dibangunkan dalam kajian ini untuk meramalkan hasil spesifik. 

Ketepatan model diukur menggunakan ralat mutlak min (MAE), ralat kuasa dua min 

(MSE), dan ralat peratusan min (MPE). Model regresi sesuai dengan data dengan baik, 

dengan MAE antara 0.56 hingga 1.01, MSE antara 0.71 hingga 2.13, dan MPE antara 

5.85% hingga 43.44%. Melalui teknik regresi, hubungan antara pembolehubah bebas 

dan hasil spesifik diterokai, memberikan wawasan berharga tentang prestasi teknologi 

filem nipis di bawah pelbagai keadaan. Model regresi dengan kelembapan relatif dan 

sinaran condong adalah model regresi pelbagai yang paling tepat untuk ramalan hasil 

spesifik oleh panel solar ini di FTKE, UTeM. Penemuan kajian ini adalah untuk 

memahami faktor-faktor yang mempengaruhi pengeluaran hasil spesifik dalam panel 

solar filem nipis, menyumbang kepada pengoptimuman kecekapan dan kelestarian 

keseluruhannya.. 
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CHAPTER 1  

 

 

INTRODUCTION 

1.1 Background 

Solar power is a renewable energy source that converts sunlight into electricity. Solar 

power generates clean and renewable electricity [1]. As a result, solar power is a 

sustainable and environmentally friendly energy source that can help to prevent 

climate change. Technology on solar energy generation is getting better, the cost of 

solar panels and associate equipment has become reasonable. Therefore, solar system 

installation is more affordable for individuals and businesses. Additionally, solar 

power can help minimize the dependency on fossil fuels by generating electricity from 

the sun, resulting in increased green energy usage.  

 

Solar radiation is the result of atoms fusing inside the sun. Part of the energy 

created by the fusion process heats the chromosphere, the sun's outer layer that is much 

cooler than the centre of the sun, and the radiation from the chromosphere produces 

the solar radiation incident on Earth [2]. Aerosols occur when solar radiation enters 

the earth's atmosphere and part of the incident energy is released through scattering or 

absorption by air molecules, clouds, and particulate matter. Beam radiation occurs 

when the radiation from the sun is not reflected on the surface of the PV module while 

the scattered radiation that reaches the ground is called diffuse radiation. Some 

radiation may reach reception after reflection from the ground and is known as albedo. 

Global irradiation can reach 1000 𝑊/𝑚2 if the weather conditions are good and the 

sun is in a direct line from the PV module [3]. Global irradiation is the amount of solar 

radiation on the horizontal surface of the PV module. Figure 1.1 shows the solar 

radiation in the earth’s atmosphere. 
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Figure 1.1: Solar radiation on earth’s atmosphere [2]. 

 

Solar panels use sunlight to produce electricity through photovoltaic cells that 

convert sunlight into direct current electricity. Thin-film solar panels, among various 

types of solar panels, have gain attention due to their unique advantages. These panels 

are distinguished by their thin layers of photovoltaic material deposited onto a 

substrate, making them flexible, lightweight, and potentially less expensive to 

manufacture compared to silicon-based panels [4] . 

 

 

Figure 1.2: Types of solar panel at FTKE, UTeM [5]. 

 

There are several types of solar panels at Faculty of Electrical Technology and 

Engineering (FTKE) that are polycrystalline, monocrystalline, thin film and hetero 

junction with intrinsic (HIT) solar panels. This project focus on thin film because this 

thin film solar panel produces the highest electrical energy compared to the 
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polycrystalline, monocrystalline, and HIT. Figure 1.2 show types of solar panel 

installed at FTKE, UTeM. Weather data for this study is obtained from pyranometer, 

pyranometer ambient temperature sensor, (Vaisala) Module Backsheet Temperature, 

Sensor (Campbell Scientific) Ultrasonic Anemometer and rain sensor (EML) installed 

at FTKE, UTeM [5]. The available on weather data are global irradiance, tilt 

irradiance, average temperature, relative humidity, panel temperature, and wind speed.  

Figure 1.3 shows the monitoring system of solar PV Lab at FTKE, UTeM. 

 

 

Figure 1.3: Monitoring system at FTKE, UTeM [5]. 

 

1.2 Problem Statement 

The usage of solar panel technology as a renewable energy production provides a 

promising revenue for sustainable power generation. However, developing an accurate 

model for estimating the energy output of solar panel under diverse environmental 

conditions remain a challenge. Accurate predictions provided by regression models 

help to reduce costs connected with system design, maintenance, and energy 

generation. The pyranometer and sensor collects a lot of data. Thus, there is need to 

determine which variables are significantly affect the electricity generation of the PV 

module in the FTKE, UTeM. Identifying relevant variables into forecasting models 
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will improves the accuracy of predictions. This study aims to predict the specific yield 

for the upcoming month using regression analysis techniques. Different types of solar 

panels will produce various amounts of specific yield. Furthermore, the acquired data 

contains missing values. Specifically, some data has been missing for some months 

within the given time frame. To improve the accuracy of the prediction process, it must 

be done to calculate the missing values for the specific time. 

1.3 Objectives 

1. To analyse the relationship between specific yield and weather factors through 

regression analysis techniques. 

2. To predict the specific yield by utilizing both linear regression and multiple 

regression models. 

3. To evaluate the precision of the regression models in forecasting specific yield 

through error measurement analysis. 

1.4 Scope of research 

This project used combination of weather data and solar data for one year from 1st 

January 2016 until 31st December 2016. Weather data and solar panel data are 

collected at different time interval. Weather data is gathered every 1 minute, whereas 

solar panel data is recorded every 5 minutes. Therefore, the time collected by the 

weather data needs to be changed into 5-minute intervals to be combined with the data 

from the solar panel. The original data for weather and solar panel data contains lots 

missing values and data cleaning is required to solve this problem. Weather data and 

data from solar panels are obtained from FTKE, UTeM only. There are five weather 

variables used for this study, which are relative humidity, tilt irradiance, global 

irradiance, temperature average, and windspeed average. There are four solar panels 

installed in FTKE, UTeM which are polycrystalline, monocrystalline, thin film and 

HIT. This research only focuses on thin film solar panels. Furthermore, the model used 

for forecasting specific yield are linear regression and multiple regression analysis. 
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The error measurement used to measure the models prediction are mean square error 

(MSE), mean absolute error (MAE) and mean percentage error (MPE). 

1.5 Project Motivation  

Solar energy forecasting is important in Malaysia as the country aims to increase 

renewable energy capacity, especially solar energy, in line with sustainable energy 

goals [6]. This is because investment in solar energy infrastructure ensures a long-term 

and sustainable energy supply for future. Besides that, forecasting solar energy assists 

authorities in making informed decisions about infrastructure development, resource 

allocation, and future energy projects, optimizing energy planning across the nation. 

Next, understanding the variables that affect solar panel energy output leads to 

improved energy planning. Forecasting models derived from regression analysis 

enable more precise forecasting, assisting in resource allocation and cost-effective 

energy planning. 
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CHAPTER 2  

 

 

LITERATURE REVIEW 

This chapter will provide an overview of various forecasting methods used for solar 

and error measurement analysis that were applied in previous studies. 

2.1 Forecasting Method 

There are various methods for forecasting solar irradiation. For example, the methods 

used are probability distribution, artificial neural network, time series analysis, and 

hybrid model. These methods have been utilized in previous studies and is discussed 

in following subchapter. 

 

2.1.1 Probability Distribution 

Probability distribution is a statistical function that represents all possible and 

probability values for continuous random variables. In study [7], the authors examine 

the appropriate probability distribution function to be used in solar radiation 

forecasting by using Monte Carlo Simulation. The data taken in this research is solar 

irradiance and three weather conditions, which are summer, rainy, and winter season. 

 

The probability distribution function studied for this research are normal, 

Rayleigh, Weibull, and log normal distribution. However, not all probability 

distribution functions are suitable for this research as it will be determined by Root 

Mean Squared Error (RMSE). RMSE is the standard deviation of the predicted error 

and is considered to determine the best probability distribution function. Table 2.1 

shows the RMSE values for normal, Rayleigh, Weibull, and log distributions against 

three weather conditions in study [7]. 
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Table 2.1: RMSE values in [7]. 

Season Root Mean Square Error 

Normal Weibull Rayleigh Log Normal 

Summer 0.0604 0.0926 0.0625 0.0825 

Rainy 0.0591 0.0746 0.0601 0.0646 

Winter 0.0771 0.0936 0.073 0.0849 

 

Results from the RMSE values in Table 2.1 shows that the normal distribution 

is the best distribution for summer and rainy seasons, while the Rayleigh distribution 

is the best distribution for winter. Based on [7] it is observed that forecasting solar 

irradiance is very much useful with the prediction of realistic and accurate solar 

irradiance for every season individually by fitting data into different probability 

distributions functions. 

 

In study [8], the pyranometer is used to collected data on solar radiation. The 

data was obtained from the Solar Energy Laboratory of the Mechanical Engineering 

of Kwame Nkrumah University of Science and Technology, Kumasi, Ghana. The data 

consists of hourly solar irradiation data from 1995-2008. The author employed 

descriptive statistical analyses to obtain the desired results. Probability curve fitting 

was applied to find the best-fitted probability distribution for the various months of the 

year. The concept of the mean squared error (MSE) was used to estimate the best-fitted 

probability distribution.  

 

This study also involved the use of standard probability distributions which is 

the exponential distribution to analyse the data. The exponential distribution for the 

continuous random variable that represents an interval of time was defined and utilized 

in the analysis. In conclusion, the study provides a data-driven approach to understand 

the solar energy potential in the region, and the findings is beneficial for decision-

making of solar energy projects in Kumasi, Ghana. 

 

 

2.1.2 Artificial Neural Networks  

Artificial Neural Networks (ANN) is a technique that forms a mathematical model to 

approximate the relationship between variables and inspired by human brain functions. 
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Research [9] focuses on forecasting of daily global solar radiation using a Nonlinear 

Autoregressive (NAR) neural network model. The NAR neural network model is 

developed and applied to forecast daily global solar radiation, and the results are 

compared with those obtained from conventional methods such as ARMA modelling.  

 

The results are compared using statistical analysis based on error measurement 

analysis. From this research, it highlights the implications of renewable energy 

technologies in desert areas and emphasizes the potential of the NAR model for 

accurate solar radiation forecasting. It acknowledges the limitations and challenges 

associated with collecting and forecasting solar radiation data, while underscoring the 

importance of accurate forecasts for the successful integration of solar power into the 

existing energy infrastructure. 

 

In study [10], global solar radiation (GSR) using artificial neural networks 

(ANN) is predicted based on meteorological data. The authors collected data on length 

of day, air temperature, relative humidity, and sunshine hours from Safiabad station 

located in Dezful city, Iran. They used this data to train a feedforward ANN using 

backpropagation algorithm to predict daily GSR. The authors experimented with 

different input variables and neural network architectures to find the best model for 

predicting global solar radiation. It can be found that a neural network with three inputs 

which are length of day, daily mean air temperature and sunshine hours and two hidden 

layers with logistic sigmoid transfer function and Levenberg-Marquardt training 

algorithm was the most effective ANN for predicting global solar radiation. Figure 2.1 

shows the three-layer feedforward network. 

 

 

Figure 2.1: Three-layer feedforward network [10]. 

 

The results in [10] shows that using the sunshine hours along with daily mean 

air temperature and relative humidity outperformed the other cases with MPE error of 

8.84% and MSE of 0.0041. The MPE and MSE for the case when length of day, daily 
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mean air temperature, and sunshine hours were used as inputs were 9.40% and 0.0044, 

respectively. For the input length of day, daily mean air temperature, and relative 

humidity, the MPE and MSE for the case were 14.50% and 0.0089. 

 

2.1.3 Hybrid Models  

A hybrid model combines two statistical models to forecast solar irradiation. In study 

[11], Hargreaves model which estimates daily solar radiation from daily maximum and 

minimum air temperatures is used in Kelantan. The authors compare the estimated 

solar radiation values with measured data using statistical indicators such as coefficient 

of residual mass, root mean squared of error (RMSE), coefficient of determination and 

percentage error. The results indicate that the Hargreaves model can be used to 

estimate solar radiation in Kelantan, with a coefficient of residual mass value is 0.09, 

RMSE is 8.21%, coefficient of determination is 0.8661, and percentage error is 7.98%. 

These findings suggest that the model estimation is reasonably accurate. The authors 

conclude that the Hargreaves model can effectively estimate solar radiation in 

Kelantan, supporting the development of renewable energy strategies in the region. 

The research findings provide valuable insights into solar characteristics in Eastern 

Malaysia and offer a practical approach for predicting solar radiation based on readily 

available meteorological data. This validation of the Hargreaves model in Kelantan 

adds to the growing body of evidence supporting its utility and accuracy in diverse 

climatic conditions. 

 

2.1.4 Time Series Analysis 

A time series analysis is a mathematical representation used to describe and understand 

the structure, patterns, and behaviour observed within a time series data. Time series 

models are designed to capture the dependencies, trends, and potential factors affecting 

the data over time. The regression model is a type of time series analysis. In study [12], 

a linear regression model which involves estimating the intercept and slope is used on 

the sample data. Data analysis involves assessing the relationship between solar 

radiation and air temperature, with scatter plot showed a positive and roughly linear 

relationship between the two variables.  As a result, the linear regression model is 

expressed as (2.1), 
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 �̂� =  −81.6415 + 3.6554𝑥 

 

(2.1) 

 

where �̂� is solar radiation, −81.6415 is the intercept, 3.6554 is the slope and 𝑥 is air 

temperature. Figure 2.2 shows an example of scatter plot between solar radiation and 

air temperature in [11].  

 

Figure 2.2: The scatter plot of solar radiation versus air temperature [12]. 

 

The research also shows the calculation of correlation coefficient and the 

coefficient of determination, to quantify the relationship between solar radiation and 

temperature. The authors discuss the model adequacy and diagnostic checks, including 

residual analysis and normal probability plots, to ensure the reliability of the regression 

model. The results indicate a strong linear relationship between solar radiation and 

temperature, with the linear correlation coefficient value ranging from 0.7473 to 

0.7780. The coefficient of determination values is about 56% to 61% of the variability 

in temperature is accounted for by the straight-line fit to solar radiation. 

 

2.1.5 Single and Multiple Parameter modelling 

Single-parameter modelling involves analysing the influence of specific 

meteorological factors, while multiple-parameter modelling integrates many 

meteorological parameters to improve the accuracy of predictions. In study [13], using 

Single-Parameter Modelling and Multiple-Parameter Modelling are used to predict 

global solar irradiance in Malaysia. The study is conducted by analysing various 
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meteorological parameters such as temperature, cloud cover, rain precipitate, relative 

humidity, wind speed, pressure, and gust speed to develop the regression model.  

 

The authors utilised statistical methods to evaluate the performance of the 

developed regression models and compare them with existing models. Key 

performance indicators such RMSE, mean bias error (MBE), and coefficient of 

determination (𝑅2) were employed to assess the accuracy and reliability of the 

regression models. RMSE measured the error between observed and estimated values. 

RMSE equation is expressed as (2.2),  

 

 

𝑅𝑀𝑆𝐸 =  √
∑

(𝐻𝑒𝑠𝑡 −  𝐻𝑜𝑏𝑠)2

𝑛
𝑛
𝑖=1

𝐻𝑜𝑏𝑠
̅̅ ̅̅ ̅̅

× 100% 

(2.2) 

 

where 𝐻𝑒𝑠𝑡 is the estimated global solar irradiance, 𝐻𝑜𝑏𝑠 is the observed global solar 

irradiance, 𝐻𝑜𝑏𝑠
̅̅ ̅̅ ̅̅  is the averaged observed global solar irradiance, and 𝑛 is the number 

of days of estimated global solar irradiance. MBE determined the error of the 

prediction model. MBE equation is expressed as (2.3),  

 

𝑀𝐵𝐸 =
∑

(𝐻𝑒𝑠𝑡 −  𝐻𝑜𝑏𝑠)2

𝑛
𝑛
𝑖=1

𝐻𝑜𝑏𝑠
̅̅ ̅̅ ̅̅

× 100% (2.3) 

𝑅2 indicated the model's suitability. 𝑅2 equation is expressed as (2.4), 

 
𝑅2 = 1 −

∑ (𝐻𝑒𝑠𝑡 − 𝐻𝑜𝑏𝑠)2𝑛
𝑖=1

∑ (𝐻𝑒𝑠𝑡 − 𝐻𝑜𝑏𝑠
̅̅ ̅̅ ̅̅ )2𝑛

𝑛=1

 (2.4) 

There have twelves models were evaluated through regression analysis by 

comparing predicted values with observed data to estimate global solar irradiance 

based on selected meteorological parameters. As a result of Single-Parameter 

modelling, humidity had the best RMSE, MBE, and 𝑅2 values, indicate its potential 

for modelling global sun irradiance. For Multiple-Parameter modelling, Parameter 

Modelling 12 (PM12) had the lowest RMSE and MBE values. PM12 is combination 

of five parameters which are temperature, rain, humidity, wind, and pressure. The 

equation of PM12 is in (2.5), 
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 𝑌 = 46327.0656𝑅 + 0.0286𝑃 + 0.011 (131.713)𝑊 − 12.813𝑇 
− 3137.320 (𝐻) − 1831839.527 (𝐻)2  

(2.5) 

 

Where 𝑌 is solar irradiance, 𝑅 is rain, 𝑃 is pressure, 𝑊 is wind, 𝑇 is temperature and 

𝐻 is humidity. For all the models developed in study [13], Table 2.4 and Table 2.5 

show the result of best RMSE, MBE, and 𝑅2.  

Table 2.2: RMSE, MBE, and 𝑹𝟐 of Single Parameter [13]. 

 

Table 2.3: RMSE, MBE, and 𝑹𝟐 of Multiple Parameter [13]. 
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2.2 Error Measurement 

Study [14], discusses the significance of accurate solar photovoltaic (PV) power 

forecasting for efficient energy management. The study evaluates the effectiveness of 

deep learning models, specifically ANN, Long Short-Term Memory (LSTM), and 

Gated Recurrent Unit (GRU), in predicting one-day-ahead PV power generation. The 

research utilized three error measurement analysis to evaluate the performance of the 

predictive models, which are MAE, RMSE, and MAPE. MAE measures the average 

magnitude of the errors between predicted and actual values, providing insight into the 

accuracy of the model. A lower MAE value indicates higher accuracy of the predictive 

model. RMSE calculates the square root of the average of the squared differences 

between predicted and actual values. It measures the deviation between predicted and 

actual values, with smaller values indicating better performance. RMSE is sensitive to 

outliers. MAPE measures the accuracy of the predicted results as a percentage, 

providing a relative assessment of the predictive model's performance. A smaller 

MAPE value indicates better predictive accuracy. MAE, RMSE, and MAPE were used 

as evaluation indices to assess the accuracy of the predicted values against the actual 

values [14] .  

 

The error measurement results in the study [14] show that the MAPE reflects the 

average percentage difference between predicted and actual values, with lower values 

indicating more accurate predictions. In this case, the GRU model achieved the lowest 

MAPE of 19%, suggesting superior accuracy compared to the ANN and LSTM 

models. For mean absolute error (MAE), the LSTM model exhibits the lowest MAE 

of 0.931, indicating the smallest average absolute error among the models. The LSTM 

model also demonstrated the lowest RMSE of 0.940, signifying the smallest overall 

error in predicting PV power generation. These results show that the LSTM model is 

better than the ANN and GRU models at accurately predicting PV power generation 

one day in advance.  
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CHAPTER 3  

 

METHODOLOGY 

This chapter explains about raw data analysis, the steps of data preprocessing, 

formula for correlation coefficients, regression model and error measurements. 

3.1 Project Flowchart  

 

Figure 3.1: Project Flowchart 
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Figure 3.1 shows the project flowchart. The first step in the project starts with 

harvesting the raw data. The second step is data pre-processing. There are three steps 

to be done in this project, which are; data cleaning, merging data, and descriptive 

statistics of the data. After data pre-processing, the correlation coefficient will be 

calculated on the clean data. The correlation coefficient is used to quantify the strength 

and direction of the association between two continuous variables. If the variable is 

not significant for solar energy, then the variable will be omitted. The next steps is to 

analyse for regression assumption which are include normality, independence and 

constant variance assumption. If the data does not meet these assumptions, proceed to 

the data transformation. Data transformation is the process of modifying the data to 

improve the fit of the regression model and ensure that the assumptions are met. 

Transformation techniques such as Min-Max, Z-score, and robust scaling will be done. 

Following this, the regression model, which are linear regression and multiple linear 

regression will be developed. After acquiring the regression models, error 

measurement analysis will be calculated to determine how well it fits the data and 

clarify the quantity of fit. Finally, the future value will be forecast based on the develop 

model. 

3.2 Harvesting Raw Data 

Pyranometers and sensors installed at FTKE collected weather data. The weather data 

was collected in 2016 from 1st January to 31st December at 12 am until 11:59 pm 

every day. The reading time is collected every 1-minute interval. Weather data is 

recorded in Excel file. The weather data collected are global irradiance, tilt irradiance, 

average temperature, average relative humidity (RH) and average windspeed. Figure 

3.2 shows an example weather data for a year collected from the pyranometer. 
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Figure 3.2: Weather data collected from pyronometer 

Raw data of solar irradiation is collected from solar panels at FTKE. Solar radiation 

data used in this study is for 1 year from 1st January 2016 to 31st December 2016. The 

solar radiation data collected in five minutes interval. Figure 3.3 shows solar radiation 

data in the form of Excel file. 

 

 

Figure 3.3: Solar radiation data in Excel file. 

3.3 Data Pre-Processing 

Data pre-processing is the initial step in data analysis to improves and refines data 

quality [15]. Data pre-processing is important because raw data from the original file 

may contain redundant readings or missing values. Data pre-processing procedure in 

this study begin with estimation on missing values, followed by merge data and finally 

the descriptive statistics of the data. 
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3.3.1 Missing Data 

Missing data will affect the accuracy of the forecast model. Missing data from the 

original data sheet were calculated by taking the average of prior values. There are two 

methods for determining missing values in small scale missing data and big scale 

missing data as shown Figure 3.4 and Figure 3.5 respectively. The mean was used to 

estimate the missing values in the data collection. To solve small scale missing data, 

the average is calculated based on the data from the previous three readings. For big 

scale missing data, the mean was calculated based on data from the same time frame 

on three consecutive days. 

 

 

Figure 3.4: Small scale missing data. 

 

 

Figure 3.5: Big scale missing data. 
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3.3.2 Data Merging 

For the data merging, weather data is combined with solar radiation data. However, 

the weather data needs to be changed from a minute interval data reading to a five-

minute interval. Figure 3.6 shows step change to five minutes interval. Figure 3.7 

shows the output reading time by solar radiation data in five minutes interval.  The 

function used to convert interval time is KuTools. Kutools is an add-in function for 

Microsoft Excel designed to enhance productivity by providing a wide range of handy 

tools and utilities. It offers numerous features that simplify complex tasks, saving time 

and effort for Excel users.  

 

 

Figure 3.6: Convert data 1-minutes interval to 5-minutes interval by using KuTools 

function. 

 

Figure 3.7: Data converted 5-minutes interval by using KuTools function. 
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After the weather data is changed to 5 minutes, the solar radiation data is then merged 

with the weather data. The solar radiation data that has been combined is as shown in 

Figure 3.8. Following this, the specific yield for thin film solar panels is calculated 

using the equation (3.1),  

 

 
Specific Yield =

Total system generated (kWh)

Maximum output of PV system (kWp)
 

 

(3.1) 

 

 

Figure 3.8: Merged data of weather variables and solar radiation. 

 

3.3.3 Descriptive Statistic  

Descriptive statistics are used to convey quantitative information in an understandable 

manner. The mean is the average value of a time series over a specified time. The mean 

is calculated by adding all the values in the dataset and dividing by the total number 

of values. The mean can be calculated via (3.2), 

 
�̅� =

1

𝑛
 ∑ 𝑥𝑖

𝑛

𝑖=1

 

 

(3.2) 

 

where �̅� is mean, ∑ 𝑥𝑖
𝑛
𝑖=1  is the summing of total variable and 𝑛 is number of variables. 

The standard deviation is a measure of the variability or dispersion of data points 

within a time series collection. It suggests how much the values deviate from the mean. 

The standard deviation can be calculated using equation (3.3), 
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𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =  √

1

𝑛 − 1
 ∑(𝑥𝑖−�̅�)2

𝑛

𝑖=1

 

 

(3.3) 

 

where 𝑥𝑖 is the value of the observation data, �̅� is the mean value and n is number of 

the data. In addition, the value of maximum and minimum values will be used for 

descriptive data. The value of maximum is the larger value in set of data and minimum 

value is the smallest value in set of data. 

3.4 Correlation Coefficient 

Correlation coefficient is a measure of the strength of linear relationship between two 

variables, which are independent variables and dependent variables. Global irradiance, 

tilt irradiance, temperature average, relative humidity, panel temperature and 

windspeed average are the independent variables for this study. Specific yield is the 

dependent variables. The equation of correlation coefficient can be calculated in 

equation (3.4), 

 
𝑟 =

𝑛 ∑ 𝑥𝑖𝑦𝑖
𝑛
𝑖=1 −  (∑ 𝑥𝑖

𝑛
𝑖=1 )  (∑ 𝑦𝑖

𝑛
𝑖=1 )

√[𝑛 ∑ 𝑥𝑖
2𝑛

𝑖=1 −  (∑ 𝑥𝑖
𝑛
𝑖=1 )2] [𝑛 ∑ 𝑦𝑖

2 −  (∑ 𝑦𝑖
𝑛
𝑖=1 )2 𝑛

𝑖=1 ]
 (3.4) 

 

where  𝑟 is correlation coefficient, 𝑛 is number of set data,  𝑥𝑖 is independent variables, 

𝑦𝑖 is specific yield thin film solar panel, ∑ is𝑛
𝑖=1  sum of data. 

Scatter diagrams will show the existence of a linear relationship between 

variables. The correlation coefficient value ranges from -1 to 1. A correlation 

coefficient value equal to 1 signifies a perfect positive correlation, meaning that as one 

variable increases, the other variable increases proportionally and the data points and 

lie perfectly on a straight line with a positive slope. Meanwhile, when the value of the 

correlation coefficient is equal to -1, it indicates a perfect negative correlation, whereas 

one variable increases, the other decreases proportionally and the data points that lie 

on a straight line with a negative slope. When the value of the correlation coefficient 

is equal to 0, there is no linear correlation, which means there is no linear relationship 

between the variables, and the data points appear as a random cloud without any 

discernible pattern. When the value of the correlation coefficient is close to 1, there is 

a positive correlation, indicating that as one variable increases, the other tends to 
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increase but not perfectly with the data points showing a general upward trend. When 

the value of the correlation coefficient is close to -1, there is a negative correlation, 

suggesting that as one variable increases, the other tends to decrease but not perfectly 

with the data points showing a general downward trend. 

3.5 Regression Assumption  

In regression analysis, several key assumptions are required to make sure the results 

are reliable. The trend line pattern on the residual plot allows one to observe the 

regression assumption. There are three regression assumptions on the residuals, which 

are independence, normality, and constant variance. 

 

Regression analysis requires independence among the dataset's observations, 

ensuring that the residuals (errors) from one observation do not correlate with those 

from another. The aim for independence assumption is to ensures that the information 

provided by each data point is unique and not influenced by other data points. 

Normality in regression analysis means that the residuals, which are differences 

between observed and predicted values should follow a normal distribution. Ensuring 

the normality of residuals guarantees that the estimated regression coefficients are 

unbiased, and that hypothesis tests and confidence intervals are valid. If residuals are 

not normally distributed, it can lead to incorrect inferences about the relationships 

between variables, affecting the overall reliability of the regression analysis. Constant 

variance means that the residuals should have constant variance across all levels of the 

independent variables. In other words, the spread of the residuals should remain 

consistent regardless of the predictor's value. Constant variance ensures that the model 

maintains equal precision across all values of the independent variables, leading to 

more reliable coefficient estimates. Non-constant variance can cause inefficient 

estimates and invalid standard errors, affecting hypothesis tests. 

 

The null hypothesis that the coefficient is equal to zero will have no effect and 

be tested by the p-value for each term. The null hypothesis can be rejected if the p-

value is less than 0.05. In other words, a predictor with a low p-value is likely to be a 

significant addition to your model, as changes in the predictor's value are correlated 
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with changes in the response variable. In contrast, a p-value that is significantly larger 

indicates that the response is not correlated with variations in the predictor. 

3.6 Data Normalization 

Data normalization is a preprocessing technique employed to standardise the range of 

independent variables before the application of regression models. Data normalization 

guarantees consistent scaling to prevent features with larger scales from having an 

excessive impact on the regression model, which consequently avoids biased on 

parameter values. There are some techniques of data normalization such as Min-Max, 

Z- score and robust scaling. 

 

Min-Max Scaling is a data normalization technique that transforms the features 

of data to lie within a specified range, usually [0, 1] or [-1, 1]. This method is simple 

and often used when relationships among the data points needs to maintain. Min-Max 

Scaling is very useful when data does not fit a normal distribution. This technique is 

effective because it makes no assumptions about the data, making it suitable for a wide 

range of data distributions. Min-Max scaling can be calculated as in equation (3.5), 

 
𝑥′ =

𝑥 − 𝑚𝑖𝑛 (𝑥)

𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛 (𝑥)
                                   (3.5) 

 

where 𝑥′ is the scaled value, 𝑥 is the original value in data, min (𝑥) and min (𝑥) is the 

minimum and maximum value in data. 

Statistical techniques such as Z-score normalization are employed to convert 

data into a standard normal distribution with a mean of 0 and a standard deviation of 

1. When the Z-score is positive, a data point is above the mean, and when the Z-score 

is negative, it is considered below the mean. Z-score normalization can be described 

as in equation (3.6), 

 𝑧 =
𝑥 − 𝜇

𝜎
                                   (3.6) 

 

 

where  𝑧 is the standardized value, 𝑥 is the original data, 𝜇 is mean and 𝜎 is standard 

deviation. 
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Robust scaling is a data normalization approach that is highly successful for 

datasets that include outliers. The median provides a more consistent assessment of 

central tendency in the presence of outliers, in contrast to the mean. The stability of 

the median makes it a preferable option in datasets that contain extreme values. The 

scaled value can be calculated as in equation (3.7) 

 
𝑥′ =  

𝑥 − 𝑚𝑒𝑑𝑖𝑎𝑛

𝐼𝑄𝑅
 

                                  (3.7) 

 

 

where  𝑥′ is scaled value, 𝑥 is original data and 𝐼𝑄𝑅 is the interquartile range. 

3.7 Development of Regression Model 

Regression models that will be used in this project are linear regression and multiple 

linear regression. The linear regression equation can be described as in equation (3.8), 

 𝑌𝑖 = 𝐴 + 𝐵1𝑥1 (3.8) 

where 𝑌𝑖 is specific yield, 𝐴 is Y-intercept, 𝑥1 is the highly correlated independent 

variables, that is the weather data and 𝐵1 is the slope. The equation of multiple linear 

regression is as in equation (3.9), 

 𝑌𝑖 = 𝐴 + 𝐵1𝑥1 + 𝐵2𝑥2 + ⋯  𝐵𝑛𝑥𝑛 (3.9) 

where  𝑌𝑖 is specific yield from thin film solar panel, 𝐴 is Y-intercept, 𝐵1, 𝐵2, … , 𝐵𝑛 

with are the slope and 𝑥1, 𝑥2, … , 𝑥𝑛 are the significant weather variable. 

 

Although the model formulation with one independent variable appears to be a 

straightforward, the addition of many independent variables introduces a new idea in 

the interpretation of the regression coefficient. Multiple regression produces results 

when each variable is changed one at a time while the values of the others variable 

remain constant. This is contrasts with conducting numerous simple linear regressions 

for each of these variables, where each regression models ignores what may be 

happening with the other variables. The coefficient associated with each independent 

variable in multiple regression should reflect the average change in the response 

variable associated with changes in the independent variable, while other variables 

stay constant.  
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3.8 Error Measurement 

Error measurement is important in regression analysis because it determines the 

predictive accuracy of a regression model. There are several formula that have been 

used for calculating the performance and accuracy of regression models. Error 

measurements that implemented in this study are the mean absolute error (MAE), 

mean square error (MSE), and mean percentage error (MPE). 

 

3.8.1 Mean Absolute Error (MAE) 

The MAE calculates the average number of the errors in the forecast model. It 

computes the average distance between predicted and true values, with distance 

defined as the absolute difference between predicted values and the true values. The 

MAE equation is expressed as in equation (3.10), 

 
𝑀𝐴𝐸 =

1

𝑛
∑ |𝑌𝑖 − 𝑌�̂�|

𝑛

𝑖=1

  

(3.10) 

where 𝑌�̂� is predicted value, 𝑌𝑖 is actual value and 𝑛 is number of data. 

 

3.8.2 Mean Square Error (MSE) 

Mean Square Error (MSE) is a standard statistic for calculating the average squared 

difference between expected values and actual values. The MSE calculates the sum of 

the squared differences between each expected and actual value, then divides the 

amount by the total number of data points. The equation is expressed as in (3.11), 

 
𝑀𝑆𝐸 =  

1

𝑛
∑(𝑌𝑖 − 𝑌�̂�)

2
𝑛

𝑖=1

 

 

 

(3.11) 

where𝑌�̂�  is predicted value, 𝑌𝑖 is actual value and 𝑛 is number selected data. 

 

3.8.3 Mean Percentage Error  

The MPE is a formula that analyses the predictive model's accuracy by calculating the 

average percentage difference between the predicted and actual values. It is 

particularly effective in situations where the relative scale of errors is more significant 

than their absolute size. MPE can be calculated as in equation (3.12), 
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𝑀𝑃𝐸 = |

1

𝑛
 ∑(𝑌𝑖 − 𝑌�̂�)

𝑛

𝑖=1

| × 100 
(3.12) 

 

where �̂�𝑖 is predicted value, 𝑌𝑖 is actual value and 𝑛 is number of selected data. 
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CHAPTER 4  

 

 

RESULTS AND DISCUSSIONS 

4.1 Results 

Correlation coefficients were calculated for each independent variable. There are 365 

total of days from 1st February until 31st December 2016. The data was collected 

between 7:00 am until 7:00 pm. Result from the analysis is discussed in the next 

subchapter. 

 

4.2 Daily Trend of Thin Film Solar Panel 

Figure 4.1 shows the daily trend of specific yield from thin film solar panel in January. 

The graph shows specific yield vs days. The maximum specific yield value for January 

2016 is 6.26 kwh/kwp on 23 January and the minimum value is 1.89 kwh/kwp, that is 

on 20 January. 

 

 

Figure 4.1: Daily specific yield trend for January 

 

Figure 4.2 shows the daily trend of specific yield in February using a pictograph. 

The graph shows that the specific yield was lower on cloudy days. This is because the 

clouds block the sun's rays from reaching the solar panel. It can be concluded that the 

maximum value of specific yield produced for the month of February is 7.64 

kWh/kWp on February 9 and the minimum value is 2.11 kWh/kWp on February 19. 
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Figure 4.2: Daily trend of specific yield in February 

 

Figure 4.3 shows the daily specific yield trend in August using a line graph. The 

graph shows a clear daily cycle in specific yield, with a peak in the middle of the day 

and lower values in the morning and evening. This is because the sun's irradiance is 

strongest at midday when it is directly overhead. The maximum value for the specific 

yield produced is 5.17 kWh/kWp on August 23 and the minimum value is 1.70 

kWh/kWp on August 3. 

 

 

Figure 4.3: Daily specific yield trend in August. 

 

In conclusion, the specific yield flow graph shows that the specific yield is 

fluctuate differently every month. The highest specific yield was around 7.64 

kWh/kWp on February 9 and the lowest was around 0.34 kWh/kWp on December 12. 

Figure 4.4 shows daily specific yield trend for one year by using a line graph. However, 

the graph shows that from Jun 2016 to month July 2016 the pattern of specific yield 

produced is constant which is 3.79 kWh/kWp due to missing values of specific yield 
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during that period reason to malfunction of system. Therefore, missing values are 

estimated by using average calculation. 

 

 

Figure 4.4: Daily specific yield trend for one year. 

 

4.3 Descriptive Statistic 

Table 4.1 shows the descriptive statistics for the whole one year. The value of 

maximum, minimum, mean and standard deviation for each independent variable and 

dependent variable are presented in Table 4.1. The standard deviation shows how far 

each value lies from the mean. A high standard deviation means that values are 

generally far from the mean, while a low standard deviation indicates that values are 

clustered close to the mean. 

 

Table 4.1: Descriptive statistic for one year. 

Descriptive 

Statistic 

Global 

Irradiance 

(𝐖𝐡/𝐦𝟐) 

Tilt 

Irradiance 

(𝐖𝐡/𝐦𝟐) 

Temp 

Average 

(°C) 

Relative 

Humidity 

(%rh) 

Panel 

Temperature 

(°C) 

Windspeed 

Average 

(m/s) 

Specific 

Yield 

(kWh/kWp) 

Max 1340.00 1409.00 25.80 63.50 73.70 11.40 7.64 

Min 433.00 423.00 2.50 6.90 8.60 1.83 0.34 

Mean 1044.36 1026.08 8.08 39.77 29.05 4.35 4.24 

Standard 

Deviation 
166.48 181.84 2.12 8.88 9.27 1.59 1.07 

 

 From Table 4.1, the maximum value of global irradiance is 1340 𝑊ℎ/𝑚2 and 

the minimum value is 433 𝑊ℎ𝑚2. For the mean of global irradiance, it is 1044.36 

𝑊ℎ/𝑚2 and the value of standard deviation is 166.48 𝑊ℎ𝑚2. The maximum value of 

tilt irradiance is 1409 𝑊ℎ/𝑚2 and minimum value is 423 𝑊ℎ/𝑚2. The mean value of 

tilt irradiance is 1026.08 𝑊ℎ/𝑚2 and the value of standard deviation is 181.84 
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𝑊ℎ/𝑚2. The maximum temperature average is 25.80 °C and the minimum is 2.50 °C. 

The mean of temperature average is 1026.08 °C and the standard deviation is 2.12 °C.  

The maximum value of relative humidity is 63.50 %rh and the minimum value is 6.90 

%rh. For the mean of relative humidity, it is 39.77 %rh with standard deviation of 8.88 

%rh. The maximum panel temperature is 73.70 °C and the minimum is 8.60 °C. The 

average panel temperature is 29.05 °C and the standard deviation is 9.27 °C. The 

maximum value of windspeed average is 11.40 m/s, the minimum value is 1.83 m/s 

and the mean is 4.35 m/s with standard deviation of 1.59 m/s. Global irradiance, tilt 

irradiance, temperature average, relative humidity, panel temperature and windspeed 

average are independent variables for this project. The specific yield is dependent 

variables. The maximum specific yield is 7.64 kWh/kWp and minimum value is 0.34 

kWh/kWp. The mean of specific yield is 4.24 kWh/kWp with standard deviation of 

1.07 kWh/kWp. 
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4.4 Correlation Coefficient 

This subchapter presents the correlation coefficient for each variable used in this study. 

 

4.4.1 Single Variable 

Correlation coefficient for linear regression of single variable is as shown Table 4.2. 

The highest correlation coefficient value is on relative humidity, which is 0.5848 

(positive linear) and follow by tilt irradiance, global irradiance and temperature 

average. The lowest correlation coefficient is for that windspeed average, which is 

0.2835. Relative humidity shows the highest correlation, which means that there is a 

strong positive correlation between the variables and specific yield. In other words, as 

relative humidity average increases, specific yield also tends to increase. 

 

Table 4.2: Correlation coefficient for single variable 

Single Variable 
Correlation Coefficient 

(𝒓) 

Relative Humidity (RH) 0.5848 

Tilt Irradiance (TI) 0.4814 

Global Irradiance (GI) 0.4715 

Temperature Average (TA) 0.3316 

Wind Speed Average (WSpd 

Ave) 
0.2852 

 

 

4.4.2 Multiple Variable 

From table 4.3, it is shown the highly correlation coefficient variables to specific yield 

are combination of relative humidity, tilt irradiance, global irradiance, temperature 

average and windspeed average which is 0.6568. The lowest correlation coefficient 

variables to the specific yield is 0.6398, which are combination of relative humidity 

and tilt irradiance. 
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Table 4.3: Correlation coefficient of multiple variable 

Multiple Variable Correlation Coefficient 

(𝒓) 

Relative Humidity and Tilt 

Irradiance 

0.6398 

Relative Humidity,Tilt 

Irradiance and Global Irradiance 

0.6478 

Relative Humidity,Tilt 

Irradiance, Global Irradiance and 

Temperature Average 

0.6486 

Relative Humidity,Tilt 

Irradiance, Global Irradiance, 

Temperature Average and 

Windspeed Average 

0.6568 

 

4.5 Regression Assumption 

Regression assumptions are important requirements for the validity and reliability of 

regression models. Regression assumption will determine the suitability of the data 

with the regression models. Figures 4.5 to Figure 4.8 show the regression assumption 

on multiple models, which uses relative humidity and tilt irradiance as a variable. 

Figure 4.5 shows normality probability plot for normality assumptions. 

 

Figure 4.5: Normal Probabilty Plot. 

Figure 4.5 shows a reasonable fit for the data, as the residuals approximate a 

normal distribution. This validation of the model's assumptions improves confidence 

in its predictive accuracy and reliability. Nevertheless, the minor deviations observed 
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are not significant enough to undermine the overall fit of the model. Figure 4.6 shows 

scale the error plot for independence assumption. 

 

 

Figure 4.6: Plot on independance assumptions. 

The random distribution of residuals around zero in Figure 4.6 supports the 

regression model's assumptions and shows that it can accurately predict specific yield 

based on the given predictors. This validation indicates that the model is appropriately 

specified and captures the underlying relationship between the variables without 

systematic errors. However, while the model looks good enough to address the outliers 

it could further refine its accuracy. Figure 4.7 shows residuals vs. observation order 

plot for constant variance assumption. 

 

 

Figure 4.7: Residuals vs observation order plot 

Figure 4.7 shows that the random distribution of residuals around zero confirms 

the regression model's validity, indicating that the residuals are independent and there 

is no autocorrelation. Figure 4.8 shows the histogram of residual. 
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Figure 4.8: Histogram of residual 

Figure 4.8 shows the regression model's histogram of residuals shows an 

approximately normal distribution that is centred around zero, thereby confirming the 

model's suitability and supporting the assumption of normally distributed errors. 

4.6 Development Regression Model 

There are nine models developed to forecast the specific yield of Thin Film solar panel. 

Five models are based on single variable, and four models are based on combination 

of multiple variables. Table 4.4 shows the regression equation for single model. Single 

variable model means each model uses only one variable. For M1, the model uses 

relative humidity (RH), M2 is Tilt Irradiance (GA), M3 is global irradiance (GI) and 

M4 is temperature average (TA) and M5 is windspeed average (Wspd Avg). 

 

Table 4.4: Single Model Regression 

Single Model Regression Equation 

M1- Relative Humidity (RH) 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑌𝑖𝑒𝑙𝑑 = 1.437 +   0.0704 𝑅𝐻 

M2- Tilt Irradiance (TI) 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑌𝑖𝑒𝑙𝑑 = 1.335 +  0.0028 𝑇𝐼 

M3- Global Irradiance(GI) 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑌𝑖𝑒𝑙𝑑 = 1.077 +  0.0030 𝐺𝐼 

M4- Temperature Average (TA) 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑌𝑖𝑒𝑙𝑑 = 2.885 +  0.1672 𝑇𝐴 

M5- Windspeed Average (Wspd 

Avg) 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑌𝑖𝑒𝑙𝑑 = 3.402 +  0.1917 𝑊𝑠𝑝𝑑 𝐴𝑣𝑔 

 

The multiple-regression models are shown in Table 4.5. Multiple regression 

models are those that use a combination of multiple variables. For instance, multiple 

regression model for M6 model is based on relative humidity and tilt irradiance. After 
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that, the M7 model comprises relative humidity, tilt irradiance, and global irradiance. 

The multiple variables for M8 are determined by the following factors relative 

humidity, tilt irradiance, global irradiance and temperature average. Lastly, 

combination of multiple variables of M9 are relative humidity, tilt irradiance, global 

irradiance, temperature average and windspeed average. 

 

Table 4.5: Multiple Model Regression 

Multiple Model Regression Equation 

M6- RH, TI  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑌𝑖𝑒𝑙𝑑 = 0.290 +  0.0559𝑅𝐻 +  0.0017𝑇𝐼 

M7- RH, TI, GI 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑌𝑖𝑒𝑙𝑑 = 0.518 +  0.0613𝑅𝐻 +  0.0032𝑇𝐼 −  0.0020𝐺𝐼 

M8- RH, TI, GI , 

TA 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑌𝑖𝑒𝑙𝑑 = 0.557 +  0.0643𝑅𝐻 +  0.0032𝑇𝐼 −  0.0019𝐺𝐼 − 0.0206𝑇𝐴 

M9- RH, TI, GI, 

TA, Wspd Ave 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑌𝑖𝑒𝑙𝑑 = 0.390 +  0.06234𝑅𝐻 +  0.0025𝑇𝐼 −  0.0013𝐺𝐼 −  0.0147𝑇𝐴 
+  0.0782𝑊𝑠𝑝𝑑 𝐴𝑣𝑔 

4.7 Error Measurement Analysis 

Error measurement functions is used to evaluate how accurate a model prediction 

match with the actual data. There are three types of error measurement is used for 

single variable model and multiple variable models, which are MAE, MSE and MPE. 

 

4.7.1 Single Variable Model 

Table 4.6 shows error measurements for single-variable regression models that predict 

a specific outcome, each of which uses a different independent variable The most 

accurate to predict future value of single variable model is based on relative humidity 

(M1). It has the lowest MAE (0.64) and MSE (0.78) with a moderate MPE (12.35%), 

which suggests a high level of predictive accuracy than other linear regression model. 

The model that uses the wind speed average (M5), on the other hand, is the worst. It 

has the highest MAE (1.01), MSE (2.13), and MPE (37.75%), that means the 

predictions are further away from the actual values as shown in Table 4.6.  
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Table 4.6: Error Measurement Single Variable 

Model MAE MSE MPE(%) 

M1- RH 0.64 0.78 12.35 

M2- Tilt Irrad 0.86 1.40 43.44 

M3- Global Irrad 0.80 1.26 21.40 

M4- Temp Ave 0.86 1.34 10.81 

M5- Windspeed Ave 1.01 2.13 37.75 

 

 

4.7.2 Multiple Variable Model  

Table 4.7 shows the error measurement for multiple-variable regression models for 

multiple regression models. The best and most accurate model is M6, which is based 

on relative humidity and tilt irradiance. It shows the highest performance, with the 

lowest errors (MAE = 0.56, MSE = 0.71 and MPE = 5.85%). When extra variables 

like GI, TA, and Wspd Avg are added to models, the errors go up and the predictions 

are further away from the actual values. However, the combination variables which is 

relative humidity and tilt irradiance are the most accurate. 

 

Table 4.7: Error Measurement Multiple Variable Model 

Model MAE MSE MPE (%) 

M6- RH, TI 0.56 0.71 5.85 

M7- RH, TI, GI 0.58 0.72 15.54 

M8- RH, TI, GI, TA 0.59 0.72 15.27 

M9- RH, TI, GI, TA, Wspd Avg 0.58 0.73 15.34 

 

The M1 model (Specific Yield = 1.437 + 0.0704RH) and the M6 model (Specific 

Yield = 0.290 + 0.0559RH + 0.0017TI) have the lowest error measurement values for 

single-variable and multiple-variable models. After making a comparison between M1 

and M6, the M6 model has the lowest error measurement value, which means it is 

suitable for predicting actual specific yield in 2017. 

. 
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4.8 Prediction Future Value of Specific Yield  

The line graphs show the specific yield in kilowatt (kW) and various independent 

variables which are relative humidity, tilt irradiance, global irradiance, temperature 

average, and windspeed average.  

 

4.8.1 Single Variable Model 

Figure 4.9 shows the prediction of specific yield based on M1 model, that is relative 

humidity as independent variable. The equation of the model is Specific Yield=1.437 

+ 0.0704RH. Both lines show a similar pattern, with the predicted values are close to 

the actual specific yield. The model predicts specific yield reasonably well based on 

relative humidity. 

 

 

Figure 4.9: Prediction specific yield by M1. 

Figure 4.10 shows the prediction of specific yield based on M2 model, that is tilt 

irradiance as independent variable. The equation of the model is Specific Yield=1.335 

+ 0.0029TI. The lines generally follow a similar trend, indicating that the model 

captures the relationship between predicted value specific yield by tilt irradiance and 

actual specific yield to some extent though there are some deviations observed.  
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Figure 4.10: Prediction specific yield by M2 model. 

Figure 4.11 shows the prediction of specific yield based on M3 model, that is 

global irradiance as independent variable. The equation of the model is Specific 

Yield=1.077 + 0.0030GI. The figure shows that some of the predicted value is near to 

the measured and some values is far from the measured values. 

 

 

Figure 4.11: Prediction specific yield by M3. 

Figure 4.12 shows the prediction of specific yield based on M4 model, that is 

temperature average as independent variable. The equation of the model is Specific 

Yield=2.885 + 0.1672TA. From the Figure 4.12, the predicted values show less 

variability compared to the actual specific yield. It looks likes temperature average is 

not enough to correctly predict specific yield because the predicted values are far from 

the actual specific yield. 
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Figure 4.12: Prediction on specific yield by M4 model. 

Figure 4.13 shows the prediction of specific yield based on M5 model, that is 

windspeed average as independent variable. The equation of the model is Specific 

Yield=3.402 + 0.1917Wspd Avg. The graph shows predicted values is further away 

from than the actual specific yield. Hence this model is not suitable for future value 

specific yield at FTKE, UteM. 

 

 

Figure 4.13: Prediction specific yield by M5 model.  

 

4.8.2 Multiple-Variable Model 

Figure 4.14 shows the prediction of specific yield based on (M6) model, which are 

relative humidity and tilt irradiance. The equation of this model is Specific Yield = 

0.290 + 0.0559RH + 0.0017TI. The figure shows predicted values generally follow the 

trend of the actual specific yield, that means this model predicts accurately. 
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Figure 4.14: Prediction of specific yield by the M6 model. 

Figure 4.15 shows the prediction of specific yield based on (M7) model, which 

are relative humidity (RH), tilt irradiance (TI) and global irradiance (GI). The equation 

of this model is Specific Yield=0.518 + 0.0613RH + 0.0032TI – 0.0020GI. The figure 

shows that the predicted value is close to the measured value, but not as good as 

showing RH and TI. 

 

Figure 4.15: Prediction specific yield by M7 model. 

Figure 4.16 shows the prediction of specific yield based on (M8) model, which 

are relative humidity, tilt irradiance, global irradiance and temperature average.   The 

equation of this model Specific Yield=0.557 + 0.0643RH + 0.0032TI – 0.0019GI – 

0.0206TA. The figure shows that some of the predicted value is close to the measured 

value, and some value is far from the measured value. 
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Figure 4.16: Prediction specific yield by M8 model. 

Figure 4.17 shows the prediction of specific yield based on M9 model, which are 

relative humidity, tilt irradiance, global irradiance and temperature average.   The 

equation of this model is Specific Yield= 0.390 + 0.0623RH + 0.0025TI – 0.0013GI – 

0.0147TA + 0.0782Wspd Avg. From Figure 4.17, the predicted values show less 

variability compared to the actual specific yield. 

 

Figure 4.17: Prediction Specific Yield by M9 model. 

Therefore, to know which model is the best model for predicting specific yield, 

error measurements such as MAE, MSE, and MPE need to be compared. When 

comparing the error between the models, the best model to predict specific yield in 

2017 for one month for a single variable is M1, which is relative humidity as a variable 

because it has a low measurement error value. This model's equation is Specific Yield 

= 1.437 + 0.0704 RH. For multiple variables, M6 uses relative humidity and tilt 

irradiance as variables because it has a low measurement error value. The equation of 

this model is Specific Yield = 0.290 + 0.0704RH – 0.0017TI. According to the 

comparison of the M1 and M6 models, the M6 model is the most appropriate for use 

in this specific yield prediction because it has the lowest measurement error value and 

a graph that is close to the actual specific yield. 
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CHAPTER 5  

 

 

CONCLUSION AND FUTURE WORKS  

5.1 Conclusion 

In conclusion, for linear regression, the best fit model is M1, which is Specific Yield 

= 1.437 + 0.0704RH. This model can be used to predict the specific yield of thin film 

solar panels if relative humidity is used as a variable. The reason is the lowest error 

compared to other models. The MAE is 0.64, MSE is 0.78, and MPE is 12.35%. 

Otherwise, for multiple regression, the best model is Model 6, which is Specific Yield 

= 0.290 + 0.0559RH + 0.0017TI. This model can forecast the specific yield by using 

relative humidity and tilt irradiance as variables. The MAE is 0.56, MSE is 0.71, and 

MPE is 5.85%. The best model to predict specific yield is Model 6 because the 

measurement error is the lowest than other variables, which means it can predict 

specific yield accurately. 

5.2 Future Works 

In future work, conducting a long-term performance analysis of thin film solar panels 

can be valuable for assessing their durability and sustainability. This involves 

monitoring specific yield over an extended period to identify any degradation patterns 

or changes in performance over time. Long-term data could contribute to the 

development of maintenance strategies and improve the overall reliability of thin film 

solar technology. Additionally, validating the regression model through field testing 

and real-world applications is essential to ensure its practical applicability. 

Collaborating with solar energy installations and collecting data from diverse 

geographical locations and varying climate conditions will enhance the model's 

reliability and broaden its scope of relevance. 

 

Furthermore, conducting a comprehensive cost-benefit analysis can provide 

valuable insights into the economic feasibility of using thin film solar panels under 

different conditions. Integrating cost-related variables into the regression model will 
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assist in evaluating the economic viability of thin film solar technology and guide 

decision-making processes. 
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APPENDICES A 

 

MINITAB OUTPUT FOR M1 MODEL 

 

 

 
 

 



57 

 

 

 

 

  



58 

APPENDICES B 

 

MINITAB OUTPUT FOR M6 MODEL 
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