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ABSTRACT 

Integration of large-scale solar energy into an existing or future energy supply 

framework is becoming essential for the near future global energy supplies. This 

integration requires accurate forecasting of solar system output power, which is 

essential for the efficient functioning of the power grid and optimal utilization of 

energy fluxes within the solar system. In fact, this output power forecasting relies on 

solar irradiance forecasting. Accurate solar irradiance forecasting is essential for 

efficient integration of solar energy into the grid, as it enables grid operators and solar 

power plant operators to plan and manage energy production and consumption. Thus, 

this project proposed a Machine Learning-based solar irradiance forecasting model 

using GPS. Specifically, the model processed two types of input data, namely water 

vapor data (IWV) and total electron content (TEC) data obtained from RINEX GPS 

data. An Artificial Neural Network (ANN) machine learning algorithm has been used 

to process the input data and predict solar irradiance. Subsequently, the predicted 

results were displayed and validated using MATLAB GUI software. At the end of this 

project, the Bayesian Regularization algorithm with 10-training-layer size was 

identified as the best model among several algorithms that were tested, with a mean 

square error (MSE) of 20882.4233 and a correlation coefficient (R) of 0.86138. 
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ABSTRAK 

Integrasi tenaga solar berskala besar ke dalam rangkaian bekalan tenaga sedia 

ada atau masa depan menjadi penting bagi bekalan tenaga global pada masa 

hadapan. Integrasi ini memerlukan ramalan tenaga sistem solar yang tepat, dimana 

ia penting bagi fungsi berkesan grid tenaga dan penggunaan optimum aliran tenaga 

dalam sistem solar. Ramalan radiasi solar yang tepat adalah penting bagi integrasi 

tenaga solar ke dalam grid, kerana ia membolehkan pengendali grid dan pengendali 

loji tenaga solar mengurus pengeluaran dan penggunaan tenaga. Oleh itu, projek ini 

mencadangkan model ramalan radiasi solar berdasarkan Pembelajaran Mesin 

menggunakan GPS. Secara khususnya, model ini akan memproses dua jenis data 

input, iaitu data wap air (IWV) dan data jumlah kandungan elektron (TEC) yang 

diperolehi daripada data GPS RINEX. Algoritma Pembelajaran Mesin Rangkaian 

Neural Tiruan (ANN) telah digunakan untuk memproses data input dan meramalkan 

radiasi solar. Kemudian, hasil ramalan dipaparkan dan disahkan menggunakan 

perisian MATLAB GUI. Pada akhir projek ini, algoritma “Bayesian Regularization” 

dengan saiz lapisan latihan 10 adalah model terbaik di antara beberapa algoritma 

yang telah diuji dengan ralat min kuasa dua, MSE sebanyak 20882.4233 dan pekali 

korelasi, R sebanyak 0.86138. 
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CHAPTER 1  

INTRODUCTION 

1.1 Background of project 

The demand for renewable energy sources, particularly solar power, has been 

steadily increasing as the world strives to reduce reliance on fossil fuels and decrease 

dependency on fossil resources. Solar irradiance, the amount of solar radiation 

reaching the Earth's surface, plays a crucial role in determining the potential energy 

generation from solar panels. Accurate forecasting of solar irradiance is vital for 

optimizing large-scale solar energy production and integration into the electrical grid. 

Traditional solar irradiance forecasting methods rely on weather data and physical 

models, which have limitations in accurately capturing the complex dynamics of solar 

radiation. In recent years, machine learning approaches have emerged as promising 

tools to improve the precision of solar irradiance predictions. By analyzing historical 
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weather patterns and other relevant data, machine learning algorithms can identify 

complex patterns and relationships that traditional models might miss. 

One key aspect that can significantly enhance the accuracy of solar irradiance 

forecasting is the integration of Global Positioning System (GPS) data. GPS provides 

precise information about the position and movement of cloud cover, which directly 

affects solar irradiance levels. By incorporating GPS data into the machine learning-

based forecasting model, we can capture the spatial and temporal variability of clouds 

more effectively. The primary objective of this research project was to develop a 

machine learning-based solar irradiance forecasting model that leverages GPS data. 

By training the model on historical solar irradiance and GPS datasets, this study aimed 

to improve reliability of solar irradiance predictions. This would enable solar energy 

operators to make informed decisions regarding energy production, storage, and grid 

integration.  

  

 

   

  

    

 

In this project,  there is no hardware  used. Firstly, an  integrated water vapor (IWV)

and Total Electron Content (TEC)  served as  input to the system.  Six months of GPS

data from the FTKEK station were utilized for IWV and TEC derivation, while six

months of solar irradiance data from the FTKEK weather station were employed for

the modeling.  Then,  Artificial Neural Networks (ANN) machine learning algorithm

was  trained  to process the input data.  The ANN  is considered the most used method

in  global  radiation  forecasting  [1].  Then,  the  solar  irradiance  model  was  evaluated.

Finally,  the  measurement  and  predicted  solar  irradiance  values  were  visualized  in

MATLAB GUI software.



3 

 

1.2 Problem Statement 

Solar irradiance forecasting plays a critical role in the planning and integration of 

renewable energy sources into the electricity grid. It also helps energy managers and 

utilities forecast and plan their energy supply and demand more accurately. However, 

these lead to the development of high-accuracy solar irradiance forecasting model [2]. 

This is more challenging as solar activity is unpredictable and not steady. Therefore, 

it is crucial to be able to accurately estimate solar radiation, especially in cases of high 

energy integration [3]. The selection of appropriate input data from GPS data, 

developing, and evaluating suitable machine learning algorithms is very important to 

obtain the desired results for solar irradiance forecasting. This is because choosing the 

right data and preparing them properly enables the trained model to predict the results 

accurately. Solar irradiance forecasting using GPS data is more accurate than 

traditional forecasting without using GPS. Thus, this project aims to develop a 

machine learning-based solar irradiance forecasting model that has GPS data as input. 

 

1.3 Objectives 

1. To analyze atmospheric integrated water vapor (IWV) and ionospheric 

Total Electron Content (TEC) from GPS data. 

2. To train machine learning model using preprocessed dataset. 

3. To forecast solar irradiance with IWV and TEC calculated from GPS using 

ANN. 
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1.4  

 

 

 

 

 

 

 

1.5 Importance of Study 

One of the importance of study is to enhance solar energy forecasting. By 

accurately predicting solar irradiance levels, solar power plants can adjust their 

operations, such as adjusting the tilt angles and orientations of solar panels, managing 

energy storage systems, and scheduling maintenance activities. This can result in 

higher solar energy yields and reduced dependence on other energy sources, 

contributing to sustainability by increasing the utilization of renewable energy and 

reducing greenhouse gas emissions.  

Furthermore, solar power plants with accurate solar irradiance forecasts can reduce 

energy waste by optimizing energy production, avoiding overproduction in low 

irradiance periods, and reducing production in high irradiance periods. This minimizes 

energy waste and maximizes solar energy utilization, aligning with environmental 

friendliness by reducing unnecessary energy consumption.  

Lastly, this project can reduce environmental impact. Solar energy is considered 

environmentally friendly as it is a clean and renewable source of energy. By using 

machine learning-based solar irradiance forecasting models, solar power plants can 

Scope of Work

1. Six  months  of  GPS  data  from  FTKEK  station  will  be  used  for  IWV  and

TEC derivation.

2. Six months of solar irradiance data from  FTKEK weather station will be

used for the modeling.

3. ANN will be used to predict solar irradiance by using water vapor and TEC

as inputs.
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optimize their operations and reduce the need for backup power from fossil fuel-based 

sources, resulting in lower carbon emissions and reducing environmental impact. This 

contributes to sustainability by mitigating climate change and promoting 

environmentally friendly practices. 

 

1.6 Chapter Outline  

The problems and importance of Machine Learning-based Solar Irradiance 

Forecasting model using GPS have been described. All the details regarding this 

project have been outlined within each chapter of this report, as depicted below. 

Chapter 1: In this section, a brief introduction to the project was provided. 

Additionally, explanations about the development of the machine learning-based solar 

irradiance system were presented to provide insight into the system. The chapter 

encompasses a thorough explanation of the problem statement, objectives, scopes, the 

significance of the study, and the project outline for the entire project. 

Chapter 2: In this chapter, the previous work related to this project is discussed. A lot 

of research has been done to study the fundamental knowledge that is related to this 

project. The research is about previous work related to suitable machine learning 

algorithms, atmospheric integrated water vapor (IWV) calculation from GPS data, 

ionospheric Total Electron Content (TEC) calculation from GPS data etc.  

Chapter 3: This chapter discusses the steps involved in completing the project. 

Several steps were applied in designing the machine learning-based solar irradiance 

forecasting model. This part provided a project flowchart, detailed methodology about 
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how the project was done, training and testing the model, generating model coding, 

and plotting model precision.  

Chapter 4: The results obtained from the final project are presented in this section. 

Following that, the section discusses the problems encountered during the completion 

of this project and outlines the solutions employed. The outcomes of the project are 

also addressed in this section, relying on the completed solar irradiance model.  

Chapter 5: This chapter described the conclusion and recommendations for the 

machine learning-based solar irradiance forecasting model. The section included a 

project summary, project findings, and further recommendations to improve the 

project. 

 



 

 

 

CHAPTER 2  

BACKGROUND STUDY 

This chapter will discuss research and articles related to the project. Numerous 

sources and studies have been conducted previously, providing details about this 

project that can be understood briefly. The theoretical background, literature review 

of previous work, and summaries of the preceding research will be covered in this 

chapter. 
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2.1 History of Solar Irradiance Forecasting 

Solar irradiance forecasting refers to the prediction of solar irradiance levels at a 

specific future location and time. Solar radiation is the radiant energy emitted from the 

sun. Solar irradiance is the amount of solar radiation received on a surface per unit 

area, typically measured in watts per square meter (W/m²). Solar irradiance forecasting 

plays a crucial role in various applications related to solar energy, such as solar power 

plant operations, grid integration, energy management, and solar resource assessment. 

There are various methods for solar irradiance forecasting, which are physical, 

statistical, and machine learning models. Physical models are based on physical 

principles, such as the laws of thermodynamics and radiation transfer, and require 

input data such as humidity, cloud cover and temperature. Statistical models use 

historical data to identify patterns and make predictions, while machine learning 

models use algorithms to learn from historical data and make predictions based on that 

learning. In this project machine learning methods are used for solar irradiance 

forecasting.  

 

2.2 Machine Learning Algorithms 

Machine learning is a subfield of artificial intelligence (AI) that focuses on the 

development of algorithms and models that enable computers to learn and make 

predictions or forecasts without being explicitly programmed [4]. It involves the 

construction and study of systems that can learn from and adapt to data, improving 

their performance over time [5]. At its core, machine learning algorithms analyze and 

interpret patterns and relationships within datasets to generate insights, predictions, or 

decisions. These algorithms are designed to learn from experience and data by 
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automatically identifying patterns, making statistical inferences, and adjusting their 

behavior accordingly.  

 

Furthermore, one notable characteristic of machine learning models is their ability 

to find relationships between inputs and outputs, even in cases where the 

representation may seem impossible. This makes them useful in a wide range of 

applications such as pattern recognition, classification, spam filtering, data mining, 

and forecasting. In the domain of global horizontal irradiance forecasting, machine 

learning models can be employed in three different ways. Additionally, in this domain, 

classification and data mining tasks are particularly interesting as machine learning 

models can handle large datasets and assist with preprocessing and data preparation, 

followed by forecasting using the trained models which includes discriminant analysis 

and principal component analysis (PCA), Naive Bayes classification and Bayesian 

networks, and data mining approach [1]. For the training model, there are many 

machines learning algorithms that can be used such as Support Vector Machines 

(SVM), Artificial Neural Networks (ANN), Random Forests, and Gradient Boosting 

Machines (GBM). 

 

• Support Vector Machines (SVM) 

Support Vector Machines (SVM) is a machine learning algorithm that follows the 

theory of inductive structural risk minimization (SRM). It aims to minimize both 

training errors and the trust level by considering a broader range of generalization 

errors compared to conventional neural networks [6]. SVM's solution is often efficient 

and avoids the problem of getting stuck in local minima. It relies on supportive vectors, 

a subset of training points, to find solutions. In addition, SVM are supervised learning 
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models equipped with learning algorithms. It analyzes data and is widely used for non-

linear problem resolution, regression, and classification in various fields [4]. The 

parameters of SVM are depicted in Figure 2.1 [6]. 

 

Figure 2.1: SVM parameters. 

 

• Artificial Neural Networks (ANN) 

Artificial Neural Networks (ANNs) are computational models inspired by the 

structure and functioning of the human brain [7]. They are a subset of machine learning 

algorithms that are designed to recognize complex patterns and relationships in data. 

ANNs consist of interconnected nodes, called artificial neurons or "nodes," that mimic 

the behavior of biological neurons. The basic building block of an artificial neuron is 

the perceptron, which takes multiple inputs, applies weights to each input, sums them 

up, and applies an activation function to produce an output. The activation function 

determines whether the neuron should "fire" or not, based on the weighted sum of 

inputs. Artificial Neural Networks have two learning types as unsupervised and 

supervised. In supervised learning, the Neural Network undergoes training based on 

patterns observed between input and output data. Throughout this process, the 

Network adjusts its weights iteratively to generate accurate results, halting when it 
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achieves the optimal output. Conversely, in unsupervised learning, only raw data is 

available without accompanying information or labels. 

ANNs are typically organized in layers, including an input layer, hidden layers, and 

an output layer. Figure 2.2 below shows the integration between layers in the Artificial 

Neural Networks model. The input layer will receive the input data, and then process 

through the hidden layers. Each hidden layer consists of multiple interconnected 

neurons that perform computations and pass the results to the next layer. The output 

layer produces the result of the network's computation. During the training phase, 

ANNs learn to perform specific tasks by changing the weights and biases associated 

with the relationship between neurons. This adjustment is achieved through a process 

called backpropagation, whereby the network gradually enhances performance by 

comparing its output to the expected output and updating the weights accordingly. 

In recent years, ANNs have been effectively implemented to various fields, such as 

image and speech recognition, natural language processing, financial forecasting, 

solar irradiance forecasting and many others. They can learn and generalize from large 

amounts of data, enabling them to make predictions and forecasts based on patterns 

and relationships in the input data [7].  

 

Figure 2.2: Artificial Neural Networks (ANNs). 
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• Random Forests 

The Random Forest algorithm, a well-recognized method in machine learning, 

belongs to the ensemble learning category. Leo Breiman introduced Random Forests, 

drawing inspiration from earlier research conducted by Amit and Geman. [8] [9]. It is 

designed to tackle both classification and regression tasks [8] by combining the 

predictions of multiple decision trees to obtain a single output. In classification tasks, 

the random forest outputs the class that is most frequently chosen by the individual 

trees. In regression tasks, the collective average prediction made by the individual 

trees is provided as the output. Figure 2.3 below explains the working of the Random 

Forest algorithm. 

 

Figure 2.3: Random Forest algorithm. 
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The Random Forest algorithm works as follows: 

Data sampling: Given a training dataset, Random Forest performs random 

sampling with replacement (known as bootstrapping) to create multiple subsets of the 

original data [6]. 

Building decision trees: For every subset of data, a decision tree is constructed.  

Decision trees consist of binary tree structures that iteratively divide the dataset 

according to various features and their respective values. Each decision tree is built 

independently, considering a random subset of features at each split, which helps 

introduce randomness and reduce overfitting. 

Voting and prediction: After the decision trees are built, predictions are made by 

combining the results of each individual tree. In the case of classification tasks, the 

most common predicted class across all trees is chosen as the final prediction [10]. In 

regression tasks, the predicted values from all trees are averaged to derive the final 

output. 

The advantage of Random Forest is its ability to reduce variance and handle high-

dimensional datasets. By using multiple decision trees, it can capture complex 

relationships and provide robust predictions. Additionally, Random Forest can 

estimate the importance of each input feature, which can be useful for feature 

selection. Random Forest also possesses some other advantages, including reducing 

the overfitting of datasets. The combination of random sampling and feature selection 

in each decision tree helps mitigate overfitting, making Random Forest less prone to 

errors caused by noise or outliers in the data. Random Forest also can handle missing 

values in the dataset by utilizing the available features to make predictions. Lastly, 
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this algorithm can efficiently handle large datasets and manage both categorical and 

numerical data without the need for substantial preprocessing. 

• Gradient Boosting Machines (GBM) 

Gradient Boosting Machine (GBM) is a powerful machine learning algorithm that 

combines weak models in a sequential manner to create a strong predictive model [11]. 

It uses gradient descent to minimize errors and iteratively improves the ensemble by 

correcting the mistakes made by previous models. GBM is widely used for regression 

and classification tasks and is known for its ability to handle complex relationships 

and noisy data. There are many machine learning algorithms used to forecast solar 

irradiance and assess the accuracy of the model, as shown in Table 2.1 below.  

Table 2.1: The use of machine learning algorithm method for solar irradiance 

forecasting in the past study. 

References 

/Year 

Evaluation 

criteria 

Input parameters  Output 

parameters 

Data 

Scale 

Accuracy/

Results 

[12] 

2018 

SVM, 

ANN, 

Minimum and maximum 

temperature, altitude, 

longitude, and latitude 

Daily global 

solar 

irradiance 

1966–

2015 

MAE, 

RMSE, 

R2, and 

MSE 

[13] 

2018 

SVM-R Sunshine ratio Daily global 

solar radiation 

2005–

2007 

RMSE, 

rRMSE, 

and R2 

[14] 

2019 

WNN and 

ANN 

cloud-cover(cc), relative 

humidity (H), temperature 

(T), day (D) and hour (h) 

hourly Global 

Solar 

Radiation 

2007-

2010 

nRMSE,  
𝑅2 

[15] 

2019 

SP, ANN, 

and RF 

Historical dataset Solar radiation 

(Diffuse 

horizontal, 

beam normal, 

and global 

horizontal) 

3 years 

of 

hourly 

data 

RMSE, 

MAE,nR

MSE, and 

nMAE 

[16] 

2019 

 

ANN ASHRAE Clear-Sky model 

and the local weather 

information 

Daily solar 

irradiance 

2019 MAE 

[17] 

2019 

SVR, ANN, 

and DT 

Hourly solar radiation Hourly solar 

radiation 

2012 to 

2016 

R2 and 

RMSE 

[18] 

2020 

SVR, ANN, 

random 

forest 

Temperature, Humidity, 

sunshine duration and 

measured solar irradiance 

Hourly basis 

solar 

irradiance 

2017-

2018 

nRMSE, 

MAE 
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[19] 

2020 

ANN, and 

RNN 

Soil, and air temperature 

sunshine duration, relative 

humidity, cloudiness, and 

extraterrestrial solar 

radiation 

Daily global 

solar radiation 

January 

14, 

2019, to 

January 

21, 

2019 

RMSE, 

NMBE 

CV(RMS

E), and R2 

[20] 

2020 

ANN Relative humidity, 

precipitation, minimum 

and maximum temperature, 

altitude, longitude, months, 

latitude, sunshine duration, 

and wind speed 

Global, direct, 

and diffuse 

solar radiation 

 

 

2011–

2016 

R2, 

MAPE, 

and 

RMSE 

[21] 

2020 

 

ANN air temperature, wind 

speed, precipitation, 

humidity, surface pressure, 

insolation clearness index, 

and earth skin temperature 

Daily solar 

irradiance 

2000-

2015 

MSE & R 

[22] 

2021 

SVM, 

ANN, 

KNN, DL 

daily minimum and 

maximum ambient 

temperature, cloud cover, 

daily extraterrestrial solar 

radiation, day length and 

solar radiation 

daily global 

solar radiation 

2018-

2019 
𝑅2, 

RMSE, 

rRMSE, 

MBE, 

MABE, t-

stat & 

MAPE 

[23] 

2022 

Multiple 

regression 

& ANN 

Temp, RH, WS, Pressure, 

Time 

June 2020 March 

to May 

2020 

R, RMSE 

[24] 

2022 

ANFIS, 

ANN 

time, temperature, relative 

humidity, wind speed, and 

wind direction 

Hourly solar 

irradiance 

2019 

and 

2020 

mean 

absolute 

square 

error 

(MAPE), 

root mean 

square 

error 

(RMSE) 

[25] 

2022 

ANN, CNN, 

RNN, SVR, 

PR RF 

Wind speed, sun height, 

and ambient temperature 

Global and 

diffuse solar 

radiation 

2005–

2016 

R, MAE, 

RMSE, 

and 

NMBE 

[26] 

2022 

Gradient 

Boost & 

bootstrap 

aggregation 

hourly cloud cover, solar 

zenith angle, surface 

albedo and the global 

horizontal irradiance 

Day ahead 

irradiance 

2014 MSE, 

RMSE, 

MAPE, 

MAE 

[27] 

2022 

ANN daily temperature, 

humidity, pressure, wind 

speed, sunset time, and 

sunrise time 

Daily solar 

irradiance 

2017 R 

[28] 

2023 

SVM, 

ANN, 

KNN, 

LSTM, 

Random 

Forest, 

gradiend 

boosting 

DNI, Temperature, Wind 

speed, relative humidity, 

surface albedo, solar zenith 

angle 

Daily solar 

irradiance 

2017-

2019 
𝑅2 
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2.3 Evaluation of model accuracy 

Evaluation is an important process that assesses the quality of the machine learning 

model, and it plays a significant role in various stages of model development. For 

example, it is important to evaluate the forecasting model during training, to measure 

the model's improvements after model modifications, and to compare different 

models. However, comparing model performance can be challenging due to factors 

like forecasted time horizons, time scale variations in predicted data, and variations in 

meteorological conditions across different sites. There are several graphical methods 

available to estimate how well the performance of the model, including: 

1. Time series comparison: This tool allows for a visual assessment of the 

forecast quality by comparing predicted irradiance with measured irradiance 

over time. For example, Figure 2.4 demonstrates high accuracy in clear-sky 

situations and lower accuracy in partly cloudy situations. 

 

Figure 2.4: Time series comparison. 

 

2. Scatter plots: These plots depict the relationship between predicted and 

measured irradiance, revealing systematic biases and deviations based on 
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irradiance conditions. They provide insights into the range of deviations 

associated with the forecasts. An example of a scatter plot is depicted as in 

Figure 2.5. 

 

Figure 2.5: Scatter plot. 

 

3. Receiver Operating Characteristic (ROC) curves: ROC curves assess the 

percentages between true positives and false positives. Figure 2.6 shows an 

example of the ROC curve. 

      

Figure 2.6: ROC curve. 
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Comparing forecasting methods becomes challenging due to the lack of accepted 

standard evaluation measures. However, Sperati et al. [29] conducted a benchmarking 

exercise within the framework of the European Actions Weather Intelligence for 

Renewable Energies (WIRE) to evaluate the performance of advanced models for 

short-term renewable energy forecasting. This study exemplifies the utilization of 

reliability parameters to assess forecasting accuracy. The authors emphasized the need 

for further research involving a broader range of test cases, data, and models to obtain 

a comprehensive understanding of different scenarios. They proposed considering test 

cases across various locations in Europe, the US, and other relevant countries to 

encompass diverse meteorological conditions. This paper effectively highlights the 

complexities involved in comparing the performance of forecasting methods. 

There were different performance matrices used to evaluate the effectiveness of the 

prediction models, including mean absolute percentage error (MAPE), root-mean-

square error (RMSE), R-squared (𝑅2), mean absolute error (MAE), and mean square 

error (MSE). Mean Absolute Percentage Error (MAPE) measures the proportion of 

the mean absolute value of prediction errors to the mean absolute value of the actual 

data. A lower MAPE value indicates better performance of the model. 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑝𝑖−𝑞𝑖

𝑝𝑖
| × 100𝑛

𝑖=1    (2.1) 

where 𝑦𝑖 is the prediction, 𝑥𝑖 is the actual value, 𝑁 is the number of samples. 

      RMSE (Root Mean Square Error) is a widely used metric that quantifies the 

differences between predicted and observed values in a model. It is computed by 

taking the square root of the sum of squared differences between predicted and 

observed values within a specific sample. The root mean square error (RMSE) is 
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particularly sensitive to significant forecast errors, making it suitable for situations 

where small errors are acceptable while larger errors incur significantly higher costs. 

This characteristic is especially valuable in utility applications. Therefore, RMSE is 

often considered the most important and commonly used reliability factor. 

𝑅𝑀𝑆𝐸 = √
∑ (𝑥𝑖−𝑥̅𝑖)2𝑁

𝑖=1

𝑁
   (2.2) 

Where 𝑥𝑖  is the actual value, 𝑥̅𝑖is the predicted values, and 𝑁 is the number of data 

points. 

      The MAE (Mean Absolute Error) measures the average magnitude of 

forecasting errors without considering their direction. The mean absolute error (MAE) 

is suitable for situations characterized by linear cost functions. In other words, it is 

applicable when the costs associated with a poor forecast are directly proportional to 

the magnitude of the forecast error. 

𝑀𝐴𝐸 =
∑ |𝑦𝑖−𝑥𝑖|𝑁

𝑖=1

𝑁
   (2.3) 

The Mean Squared Error (MSE) stands as one of the fundamental and widely used 

loss functions. Computing the MSE involves subtracting your model's predictions 

from the ground truth, squaring it, and averaging it out across the whole dataset. 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑦𝑖 − 𝑦̂𝑖)2𝑁

𝑖=1    (2.4) 

Where N is the number of samples being tested against. 
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𝑹𝟐 (Coefficient of Determination) is a statistical metric that indicates the percentages 

of variance for a dependent variable within a regression model that can be explained 

by one or more independent variables. This relationship is expressed through the 

following equation. 

𝑅2 = 1 −
∑(𝑦𝑎𝑐𝑡𝑢𝑎𝑙−𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)

2

∑(𝑦𝑎𝑐𝑡𝑢𝑎𝑙−𝑦̅)2
   (2.5) 

Where: 

 𝑦𝑎𝑐𝑡𝑢𝑎𝑙= actual value of dependent variable 

𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑= predicted value of the dependent variable from the model 

𝑦̅= mean of the actual value of the dependent variable 

∑  = summation (sum of all values) 

 

R (Correlation Coefficient) measures the strength and direction of the linear 

relationship between two variables. It ranges from -1 to 1, where 1 signifies a perfect 

positive linear relationship, -1 indicates a perfect negative linear relationship, and 0 

represents no linear relationship between the variables. 

𝑅 =
𝑛 ∑(𝑥𝑦)−∑ 𝑥 ∑ 𝑦

√(𝑛 ∑ 𝑥2−(∑ 𝑥)2)(𝑛 ∑ 𝑦2−(∑ 𝑦)2)
   (2.6) 

Where: 

𝑛 = number of data points 
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𝑥 = values of the independent variable 

𝑦 = values of the dependent variable 

∑  = summation (sum of all values) 

𝑥𝑦 = product of the independent variable and dependent variable values 

 

2.4 Single machine learning method 

Over the past few years, several researchers have conducted a comparative analysis 

of different machine learning algorithms. [30,31,32]. However, all these studies reveal 

that the ANN algorithm did not achieve most accurate prediction outcomes, yet it 

offered valuable insights for enhancing algorithm performance. The application of 

machine learning has gained prominence in developing solar radiation models and has 

become a popular research area. In the paper by [33], machine learning proved to be 

an effective investigative tool in several fields, including imagine recognition and 

natural language processing.  

The paper [1] presents a graph that shows the number of ANN, machine learning 

and SVM term that have been used in the 5 main research of solar energy prediction. 

The graph is shown in Figure 2.7 below. As shown, the ANN is the method that was 

most frequently used to forecast radiation globally.   
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Figure 2.7: ANN, machine learning and SVM method in 5 main research of 

solar energy prediction. 

 

Artificial Neural Networks (ANNs) are often used for solar irradiance prediction 

with GPS data due to several advantages they offer over other machine learning 

algorithms. One of the reasons why ANNs are commonly chosen is due to their non-

linearity. Solar irradiance prediction involves complex relationships between various 

input variables, such as geographical coordinates, time of day, and weather conditions. 

ANNs excel at capturing non-linear patterns and relationships, allowing them to model 

the intricate interactions between these factors accurately. After that, ANNs are highly 

flexible and can handle different types of input data. In the case of solar irradiance 

forecasting, ANNs could accommodate the multidimensional nature of GPS data, 

incorporating both spatial and temporal information. ANNs could be scaled up to 

handle large and complex datasets. Solar irradiance prediction often involves dealing 

with a significant volume of data due to the temporal and spatial dimensions involved.  

Furthermore, ANNs could be trained on large datasets efficiently using parallel 

processing or distributed computing, allowing them to handle the computational 
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demands of solar irradiance prediction. While other machine learning algorithms, such 

as decision trees, support vector machines, or random forests, may also be applicable 

to solar irradiance prediction, ANNs are favored due to their ability to handle the 

complexity and non-linear nature of the problem, as well as their flexibility and 

scalability.  

2.5 Total Electron Content 

Total Electron Content (TEC) refers to the total number of free electrons present in 

a column of the Earth's ionosphere, typically measured along the path of radio signals 

transmitted from satellites to receivers on the ground [34]. The satellites of the GPS 

system, which orbit the Earth at approximately 20,200 km above its surface, emit 

signals that travel through the ionosphere spanning a range of around 60 to 1500 km 

above the Earth [35]. The oblique total electron content measurements can be obtained 

by observing the advance or delay of GPS signals on channels L1 (1575.42 MHz) and 

L2 (1227.6 MHz) [36]. The existence of electrons influences radio waves. The more 

electrons in the path of the radio wave, the more the radio signal will be affected. TEC 

quantifies the density of electrons in the ionosphere, representing the cumulative effect 

of the electron concentrations across the ionospheric layer. It is commonly expressed 

in electrons per square meter, 1 TEC unit (1 TECU = 10^16 electrons/m²) [37]. 

Vertical TEC values in Earth’s ionosphere can range from a few to several hundred 

TECU.  

However, the TEC was influenced by factors such as local time, latitude, longitude, 

season, solar cycle and activity, geomagnetic conditions, and troposphere conditions. 

The ionosphere influences radio wave propagation. As a radio wave travels through 

the ionosphere's electrons, its velocity varies. The radio wave's frequency and the TEC 
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between the transmitter and the receiver determine how much delay a radio wave 

experiences when travelling through the ionosphere. The ionosphere allows radio 

waves to travel through it at certain frequencies. At other frequencies, the waves are 

reflected by the ionosphere. In addition, the precision of satellite navigation systems, 

like GPS/GNSS, is greatly impacted by variations in the course and velocity of radio 

waves in the ionosphere. TEC data is crucial in various fields, particularly in satellite 

communications and global navigation systems (such as GPS), as variations in TEC 

can affect the propagation of radio signals, leading to inaccuracies in signal reception 

and navigation. Studying TEC variations aids in understanding ionospheric 

disturbances and space weather phenomena, contributing to improved modeling and 

prediction of ionospheric behavior [34].  

TEC can be divided into two parts. Which is Slant TEC (sTEC) and Vertical TEC 

(vTEC). As previously stated, Total Electron Content (TEC) can be derived by 

calculating the ionospheric delay between the L1 and L2 signals, as represented by 

Equation 2.7 [36]: 

𝑇𝐸𝐶 = [9.483 × (𝑃𝑅𝐿2 − 𝑃𝑅𝐿1 − ∆)] + 𝐶𝐴𝐿   (2.7) 

Where: 

𝑃𝑅𝐿2= L2 pseudo-range in meters 

𝑃𝑅𝐿1=L1 pseudo-range in meters 

∆ = Input bias between the C/A and P code chip transitions in meters 

CAL = TEC result due to internal receiver L1/L2 delay and the offset 
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TEC stated in equation 2.7 (Slant TEC) is a measure of the total electron content of 

the ionosphere along the ray path from the satellite to the receiver and is measured at 

different elevation angles, represented in figure 2.8 [36]. Although sTEC is measured 

at differing elevation angles, usually the vTEC is modeled. The representation of 

Vertical Total Electron Content (vTEC) at elevation angle of 90° is depicted in Figure 

2.8 and as per equation 2.8 below.  

𝑣𝑇𝐸𝐶 = 𝑠𝑇𝐸𝐶(𝑐𝑜𝑠𝜒′)   (2.8) 

With 

𝑐𝑜𝑠𝜒′ = √1 − 𝑠𝑖𝑛2𝜒′   (2.9) 

𝑠𝑖𝑛𝜒′ =
𝑅𝐸

𝑅𝐸+ℎ𝑚
𝑠𝑖𝑛𝜒   (2.10) 

Where: 

𝜒 and 𝜒′ = Zenith angles at the receiver site and at the ionospheric pierce point, IPP 

𝑅𝐸 = Mean earth radius 

ℎ𝑚 = Height of maximum electron density (450km) 
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Figure 2.8: Ionospheric Single layer Model [36]. 

 

Based on the conducted research, Dr. Gopi Krishna Seemala developed a software 

application utilizing the formula to compute sTEC, vTEC and mean TEC [38]. Mean 

TEC or average Total Electron Content, often derived from multiple vertical Total 

Electron Content (vTEC). 

2.6 Integrated Water Vapor 

Integrated water vapor (IWV) is the total amount of precipitable water in an 

atmospheric column between the Earth’s surface and the top of the atmosphere [39]. 

It is in units of kilogram per square meter (𝑘𝑔/𝑚2). The zenith total delay (ZTD) can 

be derived from GPS data processing and can be converted into integrated water vapor 

(IWV) [40].  

𝐼𝑊𝑉 =
106

𝑅𝑣∙[𝑘′
2+𝑘3/𝑇𝑚]

∙ (𝑍𝑇𝐷 − 𝑍𝐻𝐷)   (2.11) 

Where: 
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𝑅𝑣 = gas constant for water vapor 

𝑘′
2 and 𝑘3 = atmospheric refractivity constants [40] 

𝑇𝑚= weighted mean temperature 

𝑇𝑚 =
∫

𝑒

𝑇
𝑑𝜌

𝐻𝑡𝑜𝑝
𝐻𝑠

∫
𝑒

𝑇2𝑑𝜌

 

𝐻𝑠
𝑡𝑜𝑝

   (2.12) 

Where e and T are water vapor pressure and temperature profiles of the geopotential 

heights of the GPS station (𝐻𝑠) to the top level of reanalysis (𝐻𝑡𝑜𝑝), respectively. 

As the GPS signals travel from the GPS satellites to the ground receivers, they 

experience a delay caused by the atmosphere. The total delay referred to as Zenith 

Total Delay (ZTD), is presented as an apparent additional distance rather than a time-

based delay. Within this delay, a portion known as Zenith Hydrostatic Delay (ZHD) 

is attributed to dry gases like oxygen and nitrogen. The remaining part of the delay, 

known as the Zenith Wet Delay (ZWD), is due to water vapor. Equation 2.13 

illustrates how the ZWD can be computed using the difference between ZTD and 

ZHD.  

𝑍𝑊𝐷 = 𝑍𝑇𝐷 − 𝑍𝐻𝐷   (2.13) 

Where zenith hydrostatic delay (ZHD) can be calculated from the local pressure, with 

the ZHD formula represented by equation 2.14 below [41]: 

𝑍𝐻𝐷 = 2.2768
𝜌𝑠

1−2.66×10−3∙cos(2𝜑𝑠)−2.8×10−7𝐻𝑠
   (2.14) 

Where 𝜌𝑠 is the pressure at the GPS station with a latitude of 𝜑𝑠 and a height of 𝐻𝑠. 
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This delay can be mathematically represented to acquire zenith total delay (ZTD), 

which demonstrates a close proportionality to integrated water vapor (IWV). 

Therefore, the ZTD can be computed using relationships of temperature (Temp_out) 

and Bar (Pressure) in artificial neural network (ANN) processing in MATLAB. This 

is because ZTD is influenced by variations in temperature and pressure, and changes 

in these atmospheric parameters affect the refractive index of air. As temperature and 

pressure change, the density and refractivity of the atmosphere change accordingly. 

This alteration in refractivity leads to variations in the speed of propagation of 

electromagnetic waves, such as those used in GPS signals, causing delays in their 

travel through the atmosphere, thus affecting ZTD. A unique feature of ANN is that it 

can establish empirical relationships between independent and dependent variables 

and extract subtle information and complex knowledge from representative data sets. 

ANN networks can establish relationships between independent and dependent 

variables without presumptions regarding any specific mathematical depiction of the 

underlying phenomena. This is the reason ZTD is used in determining IWV by using 

ANN. 

2.7 Backpropagation Algorithm 

Artificial Neural Networks (ANNs) employ multiple algorithms extensively 

utilized across various domains to tackle different problems, including classification, 

prediction, and machine learning tasks. One of these algorithms is backpropagation. 

Backpropagation keeps adjusting the weight values that are calculated from input-

output mappings and reduces the error between the correct output value and the target 

value. It iteratively computes the values of weight using the gradient descent algorithm 

[42]. There are three backpropagation algorithms in MATLAB neural network fitting 

which: 



29 

 

1. Levenberg-Marquardt Algorithm 

The Levenberg-Marquardt Algorithm is a widely used computational method for 

solving nonlinear optimization problems. It operates with loss functions represented 

as a sum of squared errors and computes the Jacobian matrix and gradient vector [43]. 

Utilizing these, it approximates the Hessian matrix and adjusts weights and biases 

iteratively to minimize errors. It exhibits characteristics of gradient descent and the 

Newton method based on a damping scalar parameter [44]. 

2. Bayesian Regularization 

Bayesian Regularization transforms nonlinear regression into a statistical problem, 

enhancing neural network training's robustness. It updates weights and biases similarly 

to the Levenberg-Marquardt approach, aiming to minimize a combination of weights 

and squared errors. Training stops based on time, performance achievement, or 

reaching the maximum epochs [44]. 

3. Scaled Conjugate Gradient 

Scaled Conjugate Gradient (SCG) optimizes training by employing conjugate 

directions, avoiding time-consuming line searches [45]. It computes training 

directions without needing Hessian matrix inversion, accelerating convergence 

compared to gradient descent. SCG resets training directions to the negative gradient 

and updates neural network weights based on conjugate parameters. The method 

characteristics is in between Newton's method and gradient descent for efficient 

training [44].  

 



 

 

 

CHAPTER 3  

METHODOLOGY  

In this chapter, we will discuss every process or step that was taken to control and 

deliver a project throughout the implementation process until the project was 

completed. From software installation to how to forecast solar irradiance. Besides, the 

function and meaning of the data pre-processing were also explained in detail in this 

part. This was explained part by part of the process for a better understanding. 

Furthermore, the machine learning model training was explained in more detail, such 

as steps, functions, advantages, and disadvantages of the process used to perform the 

model successfully. Lastly, the method in analyzing the model was also shown, 

including calculating model accuracy and calculating model error. 
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Flowchart 

 

Figure 3.1: Project methodology flowchart. 

The flowchart above shows steps required to complete the machine learning-based 

solar irradiance forecasting model using GPS project. The first step is to do research 
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and study any information related to machine learning solar irradiance forecasting. 

The information obtained is gained from thesis, books, and websites. After conducting 

a background study, the project starts with software installation. The second step is 

collecting solar irradiance data and GPS data. After that, data pre-processing data was 

initiated to extract two relevant features from the collected data which are the 

integrated water vapor (IWV) and total electron content (TEC). If the data is not 

synchronous, data preprocessing needs to be redone for training and forecasting the 

output. For the training model, ANN algorithm is used to train solar irradiance 

forecasting. Then, by making IWV and TEC as the model input, the machine learning 

will produce an output which is a solar radiation forecast.  

  

 

 

   

  

 

     

  

  

 

  

 

 

3.1  Data Collection

Two  datasets  needed  for  this  project  are  GPS  data  and  solar  irradiance  data.

Existing GPS data sources are used by accessing  publicly available GPS datasets from

faculty.  In  this  project,  12  months  of  historical  GPS  data  from  FTKEK  station  is

collected  and stored in a folder named “UTeM GPS Data 2022”.  The location is at (N

2.314100,  E  102.318353)  with  the  area  of  the  GPS  equal  to  8860740.037𝑘𝑚2.  The

data taken is in 2022  and there are  362 days of data with  3  files  in it.  Those 3  data files

are  in  Receiver Independent Exchange Format (RINEX)  file format.  Which is an open-

source standard for raw satellite navigation system data.  *n  file  is  a navigation file, *g

is a GLONASS navigation file and *m is a meteorological data file.  RINEX files are

ASCII based files  that can be open with any text editor.
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3.2 Data Preprocessing 

3.2.1 Total Electron Content (TEC) data preprocessing 

Total electron content is obtained from GPS-TEC application software developed 

by Dr Gopi Seemala. The application is a useful program that can be used to extract 

GPS-TEC data from the RINEX 2.1 and 3.02 observation files. GPS RINEX files used 

in this project is RINEX 2.11. Firstly, download the latest version of GPS TEC 

analysis (GPS_Gopi_v3.03 analysis application) from Dr Gopi Seemala blogspot 

(https://seemala.blogspot.com/)[38]. This application does not require any installation 

into program files or registry, just must unzip to use it. Figure 3.2 shows the list of 

files contained in the GPS_Gopi_v3.03 application folder.  

Besides, the solar irradiance data is retrieved from weather stations that record solar

radiation data alongside other meteorological parameters.  The weather data and solar

irradiance are obtained from FTKEK weather station located in Melaka, Malaysia (N

2.314100, E 102.318353)).  The file name for the dataset is “Year 2022”.  There are 38

columns  of  data  in  the  Year  2022  file.  Which  includes  Date,  Time,  Temp  Out,  Hi

Temp, Low Temp, Out Hum, Dew Pt., Wind  speed, Wind Dir, Wind run, Hi Speed,

Hi  Dir,  Wind  Chill,  Heat  Index,  THW  Index,  THSW  Index,  Bar,  Rain,  Rain  Rate,

Solar Rad., Solar Energy, Hi Solar Rad., UV Index, UV Dose, Hi UV, Heat D-D, Cool

D-D, In Temp, In Hum, In Dew, In Heat, In EMC, In Air Density, ET, Wind Samp,

Wind Tx, ISS Recept, and Arc. Int. But there  are only  3 columns of data used in this

project,  which is Temp out, Bar/pressure, and Solar Rad.

https://seemala.blogspot.com/
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Figure 3.2: Files in GPS_Gopi_v3.03 application folder [38]. 

 

Next, install visual studio redistributable, VC_redist.x86 (32-bit version). This 

application file is already in the GPS_Gopi_v3.03 folder that was downloaded in the 

first step. After that, open the GPS_TEC.exe application. The user interface of the 

application is as shown in Figure 3.3 below. 

 

Figure 3.3: GPS_TEC.exe user interface. 
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Figure 3.4: RINEX 2.1 file format. 

 

While the differential code bias (DCB) files provided by the IGS code website 

(ftp://ftp.unibe.ch/aiub/CODE/) is for satellite biases. It contains two files which is 

Then, the RINEX input file is entered into the GPS TEC  analysis application.  The

RINEX  file  version  for  this  project  is  RINEX  2.1.  The  input  file  or  file  required  is

RINEX  navigation  file  and  RINEX  observation  file  for  the  observation  date  and

differential code bias (DCBs) files. The RINEX navigation file  from FTKEK station

is  to  calculate  the  elevation  and  azimuth  angles  of  the  satellites  for  vertical  TEC

calculation.  While  differential code bias (DCBs) files  are  the systematic errors, inter-

delay,  or  biases,  between  two  GNSS  code  observations  at  the  same  or  different

frequencies.  Nevertheless,  for  GNSS  applications  like  determining  total  electron

content  (TEC)  based  on  receiver  observations  [46,47,48],  it  is  imperative  to  have

knowledge  of  Differential  Code  Biases  (DCBs).  Neglecting  DCBs  can  introduce

errors of several meters in TEC estimations and may even lead to negative ionospheric

delay values  [49].  Furthermore, the RINEX 2.1 file format should be one of the three

formats in Figure 3.4 below.  Since  the file in UTeM GPS dataset filename  is not in

these formats. Therefore,  a python coding in Appendix A and  Appendix B  is used to

change  the  file  name  according  to  the  format  STAT_YYMMDD.YY<x>.  For

example,  Trim202201010000C.22O  for 1 January 2022  observation  file  is changed

to  Trim_220101.22O.

ftp://ftp.unibe.ch/aiub/CODE/
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P1C1yymm.DCB.Z and P1P1yymm.DCB.Z files. Then place 12months of RINEX 

navigation, RINEX observation and DCB files in 1 folder named “TEC_input” and 

start batch processing option. To start the batch processing, right click on screen and 

add input file. Figure 3.5 show the screenshot that pop up after giving the input file of 

the program. 

 

Figure 3.5: The batch processing and file selection options for the program. 

 

From Figure 3.5 above, setting batch processing options to “This Year-this option 

will process the files of the entire year of the single station (of input file) or all the 

stations if “Is all stations” option is checked.”, set output file path options to 

“TargetDir Different” since want to set the target location to “TEC_output” folder. 

After that, set the output file options to “STD file” because this option will write the 

diurnal average TEC ascii file in the destination directory. The complete batch 

processing and file selection options for the program are as per Figure 3.6 below. 

Then, “Start Process” is clicked to start the batch processing. By pressing this button, 

the program will now start processing the given input(s) and the selected output files 

will be written to the output directory. The graph and task completion notes will be 
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displayed according to Figure 3.7 once the processing is completed. The output of the 

dataset is in .Std file are written to the “TEC_output” directory as per Figure 3.8 below. 

For example, “Trim001-2022-01-01.Std” is for 1 January 2022 file name. 

 

Figure 3.6: Setting of batch processing and file selection options for the 

program. 

 

 

Figure 3.7: Task processing completed. 
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Figure 3.8: Mean TEC output written to “TEC_output” folder. 

After complete preprocessing, the STD file that we obtained is in 4 columns. This 

ascii output file is in 4 columns separated by a tab, which is created in the same folder 

as data with same file name except the extension changes to ".std". The meaning of 

each column is: 

• Column 1: Universal Time (time in UT (it is in decimals, means hrs + 

minutes/60 + Secs/3600, to convert back take integer as hours and multiply the 

fraction part with 60 & 3600 to get minutes & seconds respectively). 

• Column 2:  mean (2 sigma iterated) TEC, "-" (minus sign or hyphen) indicates 

no data.  

• Column 3:  standard deviation of TEC (at second iteration), "-" indicates no 

data.  

• Column 4:  Latitude of the station 
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Then, a python coding checkstdfile.py as in Appendix C is used to check there are 

how many rows of data in each .Std file. The code is run in command prompt as per 

Figure 3.9 below. The results show that there is total 357 file, 356 file got 1440 mean 

TEC data and 1 file (25 November 2022) got 911 mean TEC data. 1440 data means 

that there are a total of 1440 minutes data per day. 

 

Figure 3.9: Running checkstdfile.py in command prompt. 

 

To make data processing easier, use python code mean_TEC.py as per Appendix D 

to take all second column data (mean TEC data) and put in 1 column data in excel file 

named “output.csv”. The coding is run in command prompt (CMD) as per Figure 3.10 

below. 

 

Figure 3.10: Run mean_TEC.py in CMD to merge all TEC into “ouput.csv” 

file. 



40 

 

3.2.2 Integrated Water Vapor (IWV) data preprocessing 

Based on the research conducted, it is not possible to directly derive Integrated 

Water Vapor (IWV) from preprocessed GPS data. However, through GPS data 

processing, it is feasible to determine zenith total delay (ZTD), which can then be used 

to calculate IWV. zenith total delay (ZTD) is obtained from the RTKLIB software. 

RTKLIB is an open-source program package for GNSS positioning. It enables 

standard and precise positioning algorithms accommodating GPS, GLONASS, 

Galileo, QZSS, BeiDou, and SBAS. Various positioning modes are supported, both 

for real-time and post-processing GNSS data: Single, DGPS/DGNSS, Kinematic, 

Static, Moving-Baseline, Fixed, PPP-Kinematic, PPP-Static, and PPP-Fixed. It also 

supports many standard formats and protocols for GNSS and provides an array of 

library functions and APIs dedicated to GNSS data processing. Firstly, download the 

latest version of the RTKLIB_2.4.2 package from (https://www.rtklib.com/rtklib.htm) 

and install it according to the RTKLIB manual in this link 

(http://www.rtklib.com/prog/manual_2.4.2.pdf).  This software does not require any 

installation into program files or registry, just must unzip to use it. Figure 3.2 shows 

the list of files contained in the RTKLIB_2.4.2 software folder. 

 

Figure 3.11: RTKLAUNCH and launcher icons in RTKLIB. 

 

https://www.rtklib.com/rtklib.htm
http://www.rtklib.com/prog/manual_2.4.2.pdf
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The application used to preprocess data related to Integrated Vapor (IWV) is a post-

processing analysis tool called RTKPOST. RTKPOST processes standard RINEX 

observation data (versions 2.10, 2.11, 2.12, 3.00, 3.01, 3.02-draft) and navigation 

message files from GPS, GLONASS, Galileo, QZSS, BeiDou, and SBAS. The second 

step is to open the RTKPOST software. Figure 3.12 is the main window of RTKPOST. 

 

Figure 3.12: Main window of RTKPOST. 

 

Click “options” button to set the processing options. For setting 1, choose 

Positioning Mode as PPP Static, Ionosphere correction as Broadcast, troposphere 

Correction as Estimate ZTD and Satellite Ephemeris/Clock as Broadcast. Setting 1 is 

set as per Figure 3.12 below. 
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Figure 3.13: RTKPOST Setting 1. 

 

For Setting 2, set the processing as per Figure 3.14 below. 

 

Figure 3.14: RTKPOST Setting 2. 
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For Output setting, set the processing as per Figure 3.15 below. 

 

Figure 3.15: RTKPOST Output setting. 

 

For Stats setting, set the processing as per Figure 3.16 below. 

 

Figure 3.16: RTKPOST Stats setting. 
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For Positions, Files, and Misc setting, set the processing as default as per Figure 

3.17, 3.18 and 3.19 below. 

 

Figure 3.17: RTKPOST Positions setting. 

 

 

Figure 3.18: RTKPOST Files setting. 
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Figure 3.19: RTKPOST Misc setting. 

After finishing setting the process, click OK to save the setting. The third step is 

input the RINEX observation data file in the text field (RINEX OBS: Rover) and the 

RINEX navigation data file in the text field (RINEX OBS: Base Station), then choose 

the desired output directory and click “Execute” button to start preprocess the data. 

The processing status is shown in the status message field lower center in the main 

window. When ̋ doneʺ message is shown, the analysis is completed as shown in Figure 

3.20.  

 

Figure 3.20: The completed pre-processing process in RTKPOST. 
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The dataset needs to be preprocessed day by day. If there is 1 year dataset, the 

preprocessing needs to be done 365 times. Although the manual suggests that data can 

be processed in batches, attempting to do so does not work as expected. Instead, the 

data can only be processed daily, not in the intended batches as described in the 

manual. The output of the zenith total delay (ZTD) for 1 January 2022 from 

RTKPOST is as per Figure 3.21 below. For example, “Trim_220101.pos.stat” is the 

file name for 1 January 2022 ZTD file. 

 

Figure 3.21: Example of output from RTKPOST pre-processing. 

 

From the output obtained, manual book is referred to find the ZTD data. Page 107 

of RTKLIB ver. 2.4.2 Manual Book shows that ZTD is in sixth column in $TROP, 

week,tow,stat,rcv,ztd,ztdf as per description in Figure 3.22 below. 

 

Figure 3.22: Format of solution status file output of RTKPOST. 
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Before further processing the data, GPS week no. and time of week in second 

(week/tow) is checked to make sure that the output data obtained is correct. The next 

step is to check how many Zenith Total Delay (ZTD) values in each “. stat” file that 

obtained from RTKPOST. To perform this task, a Python code named checkztd.py is 

executed in the command prompt to assess the quantity of ZTD values within each 

.Std file as per Figure 3.23 below. The details of coding of checkztd.py coding are 

presented in Appendix E. 

 

Figure 3.23: checkztd.py is executed in command prompt. 

According to the output of the checkztd.py code, there are 2880 records of zenith 

total delay (ZTD) data in each .stat file, except for specific dates: 25 November 2022 

which has 1822 data, 29 November 2022 which has 2778 data, 5 December 2022 

which has 2879 data and 16 December 2022 which has 2881 data. To make the process 

easier, the data is then extracted to a single .csv folder using extract_ztd_sec.py as per 

Appendix F. This extract_ztd_sec.py coding will take only zenith total delay value per 

day and save in excel .csv file with the same name as input file. The process is done 

in command prompt as presented in Figure 3.24.  
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Figure 3.24: extract_ztd_sec.py is executed in command prompt. 

In ZTD result, 2880 units of data represent the quantity in seconds per day. To 

match the total electron content of 1440 units per day, measured in minutes per day, 

the 2880 units of data must undergo processing to synchronize and align with this 

measurement. Therefore, the next step is to change 2880 units of data (ZTD seconds) 

to 1440 units (ZTD minute) by using extract_ztd_min.py. The detail of the 

extract_ztd_min.py script can be found in Appendix G, and it is run using the 

command prompt as depicted in figure 3.25. 

 

Figure 3.25: extract_ztd_min.py is executed in command prompt. 

The last step for zenith total delay processing is to merge all data into one single 

.csv file. Python code mergedztd.py as in Appendix H is used to merge all data into 

one excel file named “merged_ztd_data.csv”.  



49 

 

3.2.3 Data Repository 

To effectively train the appropriate dataset, it is necessary to consolidate all data 

into a designated folder, ensuring uniformity in the dataset size and synchronous 

timestamps across all included data. A dedicated data repository was established to 

centralize the datasets utilized in both the training and testing phases of the analysis. 

This repository served as a comprehensive collection point for all relevant datasets. In 

this project, the project data directory structure was organized into 7 columns and 

saved in an excel file. The 7 columns included Date, Time, TEC, ZTD, Bar, Temp_out, 

and Solar Rad. Figure 3.26 shows the dataset file in an excel format. Date and time 

are displayed to show the 6-month dataset used in this project. TEC, ZTD, Bar 

(Pressure), and Temp_out are dataset input while Solar Rad. is dataset output. Each 

column housed the specific datasets essential for different aspects of the research, 

ensuring a systematic arrangement and easy accessibility. The datasets within the 

repository were carefully curated and formatted to maintain consistency and facilitate 

seamless data handling during the experimentation phase.  

 

Figure 3.26: Dataset folder in excel file. 
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In addition, for the 6 months dataset, the optimal or most comprehensive six-month 

dataset is chosen from the processed one-year dataset. This comprehensive six-months 

dataset comprises data from February, March, April, August, September, and October. 

Each input and output dataset contains an equal amount of data, and the specifics of 

these six datasets are detailed in the table below. 

Table 3.1: Dataset folder information. 

No. Month Day in each 

month in 

2022 

Day in the 

dataset 

Days/Dates that 

are not in the 

dataset 

Total 

dataset for 

each month 

1. February 28 days 27 days 17 February 2022 38880 

2. March 31 days 31 days - 44640 

3. April 30 days 29 days 4 April 2022 41760 

4. August 31 days 30 days 15 August 2022 43200 

5. September 30 days 30 days - 43200 

6. October 31 days 31 days - 44640 

 Total: 256320 

 

3.3 Training and Testing suitable Machine Learning Model using 

Preprocessed Dataset  

This part will be discussing how to train and test the preprocessed dataset with suitable 

machine learning model. The process is done in MATLAB GUI toolbox or commonly 

called MATLAB deep learning toolbox. How to input the dataset into MATLAB deep 

learning toolbox, dataset partitioning, model selection and configuration, model 

training, model testing and validation will be discussed in detail in this part. 
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3.3.1 Input Preprocessed Dataset 

Firstly, installing MATLAB software. The MATLAB software version used in this 

project is MATLAB R2022b. After that, two files are created in MATLAB workspace 

which is Input_new file and Target_new file. Paste the input dataset into Input_new 

file as per Figure 3.27 below, the data has 4 columns and 256320 rows. After that, 

paste the dataset output into Target_new file as per Figure 3.28 below. The output is 

the solar radiation dataset, only in one column.  

 

Figure 3.27: Input_new dataset in MATLAB workspace. 

 

Figure 3.28: Target_new dataset in MATLAB workspace. 
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3.3.2 Training the Preprocessed Dataset  

The training process starts with opening the MATLAB deep learning toolbox by 

writing “nnstart” in MATLAB Command Window. Next, the interface as in Figure 

3.29 will pop up and ‘fitting’ button is clicked. 

 

Figure 3.29: Neural Network start (nnstart) interface. 

Furthermore, import datasets from workspace and select data for training the 

network. Predictor is the input data while responses is the target or output data. The 

next step is dataset partitioning. The preprocessed dataset was divided into three 

distinct subsets: a training set, a testing set, and a validation set. The dataset was 

divided such that 70% of the data formed the training set for model training. The 

remaining 30% was further split into a testing set of 15% and a validation set of 15% 

to evaluate the model's performance. The layer size can be modified to achieve optimal 

performance for the model. For model training, a backpropagation algorithm is used. 

There are three algorithms that can be chosen which are to train with Levenberg-

Marquardt, Bayesian Regularization, and Scaled Conjugate Gradient as per Figure 

3.30.  
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Figure 3.30: Three Neural Network Fitting training algorithm. 

 

After choosing a suitable algorithm for training, click the train button to start 

training. Figure 3.31 shows the training process is completed. Upon completion of the 

training process, the training state, performance, error histogram and regression plot 

can be obtained from the PLOTS section of the neural network fitting.  

 

Figure 3.31: Training process is completed. 
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3.3.3 Testing the Model 

Next is to test the solar irradiance model that has been trained. “Test” button is 

clicked and interface “Test Network on Workspace Data” as in Figure 3.32 pops out. 

Daily, monthly, or yearly data can be input to the predictors and responses section and 

test the model. For this project, monthly data of February has been tested for solar 

irradiance model evaluation. First, insert a February data input into MATLAB with 

the name “Feb_input.mat” and insert February solar irradiance data as output with 

name “Feb_target.mat”. Click observations in columns or rows to make sure that the 

number of data observations and features is correct before conducting the testing 

process. The regression and error histogram of the tested dataset can be obtained from 

the test section. 

 

Figure 3.32: Testing solar irradiance model. 
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3.3.4  Validating the Model

Then,  click “Generate Code” in EXPORT section to produce the coding of the  solar

irradiance  model.  The  coding  for  the  model  is  saved  as  "BR10model.m"  and  is

presented  in  detail  within  Appendix  I.  The  code  for  the  solar  irradiance  model  is

utilized for model validation. This validation involves utilizing the dataset obtained

after  running  the  code  to  generate  a  graph  in  MATLAB.  The  graph  showcases  a

comparison  between  measured  solar  irradiance  and  predicted  solar  irradiance.

Measurement  solar  irradiance  is  taken  from  FTKEK  weather  data  solar  radiation.

While the predicted solar irradiance is obtained from the  MATLAB workspace.



 

 

 

CHAPTER 4  

RESULTS AND DISCUSSION 

This chapter included the completed report on its theoretical scope and the best 

neural network model for this project. The analysis results, mean square error (MSE), 

and the Correlation Coefficient (R) were also recorded during the implementation of 

the project. The results for the training and testing of the machine learning model were 

shown in this part. Outputs of the model one by one were shown in this part, including 

details of each result.  
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4.1 Training Model  

In this project, six months of dataset (February, March, April, August, September, 

October) were used for training the models to forecast solar irradiance for February 

2022. Training a model with different algorithms and layer size resulted in different 

output, yielding different mean square error (MSE) and correlation coefficient (R). 

The preprocessed dataset underwent training employing three backpropagation 

algorithms, each utilizing different layer sizes: 5, 8, and 10, as illustrated in Table 4.1. 

During training, the MSE was used as a measure of how well the neural network 

learned the patterns within the training data. It means that the lower the mean square 

error of the model, the better the model training. While the correlation coefficient (R) 

could be used as a measure of how well the predicted values from the neural network 

model align with the actual target values. The correlation coefficient, ranging from -1 

to 1, indicates the degree of closeness between variables. A higher value of R 

approaching 1 signifies a stronger association between the variables, implying a better 

model performance. Therefore, from Table 4.1 below, it is shown that Bayesian 

Regularization algorithm model with 10 hidden layer size is the best model among a 

few algorithms that were tested.  

Table 4.1: MSE and R results when training on different Algorithm and Layer 

size. 

Algorithm Layer Size Mean Square Error 

(MSE) 

Correlation 

Coefficient (R) 

Levenberg-Marquardt 5 22635.0758 0.85149 

8 21671.6315 0.85816 

10 20894.1821 0.86083 

Bayesian Regularization 5 21740.4728 0.85549 
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8 20899.5107 0.86136 

10 20882.4233 0.86138 

Scaled Conjugate Gradient 5 22413.4795 0.84889 

8 25279.5041 0.83225 

10 24324.8056 0.83575 

 

Figure 4.1 is the neural network training state, which refers to the condition or status 

of the neural network during the training process. Gradient represents slope of tangent 

of graph of function. It indicates the direction where the function experiences a notable 

increase in its rate. 'mu' serves as a governing factor in our modeled back-propagation 

neural network, directly influencing the convergence of errors. Validation checks are 

employed to halt the neural network's learning process. The count of validation checks 

corresponds to the count of consecutive iterations of the neural network. In Figure 4.2, 

a dotted line shows the best training performance plot (MSE plot) is 20882.4233 at 

epoch 144. It is the average of squares of errors or deviation. The histogram in Figure 

4.3 illustrates the error plot of the model training. The distribution exhibits a 

symmetric shape with a significant concentration of data points centered around zero 

error. Both the mean and median values are close to zero, implying a central tendency 

of the data at this point. This suggests that a substantial proportion of the dataset 

records errors near zero, potentially indicating accurate predictions or measurements 

for a particular phenomenon. Figure 4.4 shows the regression plot of the training 

model. The plot displays the relationships between the measurement solar 

irradiance(T) and the predicted solar irradiance (Y). A strong positive correlation 

regression line is observed. However, as the plot extends to the right side, a deviation 

occurs where the regression line falls below the linear regression line Y=T. 



59 

 

 

Figure 4.1: Training State Plot. 

 

 

Figure 4.2: Mean Square Error (MSE) Plot. 
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Figure 4.3: Error Histogram Plot. 

 

 

Figure 4.4: Regression Plot. 
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4.2 Testing Model Plot 

After the training process, one month of data in February was tested. Figure 4.5 

displays the model summary. It provides a comprehensive overview and essential 

information about the trained neural network model, including input data, training 

algorithm, training results, and additional test results. Predictors are the input data, 

responses are output/solar irradiance data. Figure 4.6 is the February error histogram 

plot symmetric shape with a significant concentration of data points centred around 

zero error. While Figure 4.7 shows the regression plot of the additional testing. A 

moderate to weak positive correlation regression line was observed. When the plot 

extends to the right side, the regression line falls below the linear regression line Y=T.  

 

Figure 4.5: The model summary. 
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Figure 4.6: Additional testing Error Histogram Plot. 

 

 

Figure 4.7: Regression Plot for additional test 1 month data (February). 
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4.3  Comparison between Measurement and Predicted Solar Irradiance

To assess the performance of the solar irradiance forecasting model, a dataset from

a single day  (February 1, 2022) and the entire month of February  were  employed to

visualize  both  the  measured  and  predicted  solar  irradiance.  Figure  4.8  shows

comparison between measurement and predicted solar irradiance plot for 1 day data.

Figure  4.9  shows  comparison  between  measurement  and  predicted  solar  irradiance

plot  for  one  month  data  (February).  The  measurement  dataset  comprises  solar

irradiance  data  sourced  from  FTKEK  solar  radiation  records.  Conversely,  the

predicted  solar  irradiance  dataset  originates  from  the  output  data  generated  by

MATLAB software.  This comparison shows that both the measurement and predicted

data have almost the same graph  shape,  stating that the data output from the model is

almost the same as the actual solar irradiance data.  Moreover,  error histogram below

the waveform plot  shows the data difference between measurement and predicted solar

irradiance.  The  histogram  illustrates  a  symmetric  shape  with  a  substantial

concentration  of  data  points  centred  around  zero,  indicating  a  favourable  outcome,

indicating  a  close  alignment  between  the  measured  and  predicted  values  for  solar

irradiance.  Lastly,  the graph plotted in  MATLAB  GUI shows satisfactory results for

this  project.
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Figure 4.8: Comparison between measurement and predicted solar 

irradiance plot for 1 day data. 

 

 

Figure 4.9: Comparison between measurement and predicted solar 

irradiance plot for one month data (February). 
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4.4  Discussion on problems and solutions

There  were a few issues that arose in the process of completing this project. At the

beginning of the project, there were errors in renaming the GPS files to find the TEC.

To address this, various Python coding edits were made and tested numerous times in

the  command  prompt  until  achieving  success  in  renaming  the  files.  The

troubleshooting process consumed significant time due to the iterative nature of testing

different approaches to identify the suitable solution.  When extracting TEC from GPS

Gopi Seemala software also needed to be tested many times until a correct result was

obtained. The large amount of data led  to data processing requiring coding and taking

a longer time.  In addition,  while handling ZTD data, it  was  essential to note that the

processing could not  be executed in a batch mode; rather, it necessitated  a day-by-day

approach.  For  instance,  in  this  study  encompassing  the  2022  dataset  spanning  362

days, the processing protocol mandates the data to be individually processed 362 times

to derive the specific ZTD value for each day.  Moreover, another issue that occurred

was the incomplete GPS data and FTKEK weather data. During the data processing

phase, it  was  crucial to  verify the sufficiency of  data for each day and identify any

dates where the data might be inadequate or insufficient. To overcome this problem,

the data from Excel  was inputted into a table, and a month-by-month assessment  was

conducted to identify dates with insufficient data. Hence, the appropriate six-month

data could  be determined.



 

 

 

CHAPTER 5  

CONCLUSION AND FUTURE WORKS 

5.1 Conclusion 

In conclusion, a machine leaning-based solar irradiance forecasting model using 

GPS has been developed in this study. Throughout this study, the set objectives were 

effectively achieved. Firstly, the study successfully attained the goal of computing 

Atmospheric Integrated Water Vapor (IWV) and Ionospheric Total Electron Content 

(TEC) using GPS datasets. This analysis facilitated a comprehensive understanding of 

crucial meteorological and ionospheric parameters vital for solar irradiance prediction. 

Secondly, employing a meticulously preprocessed dataset, a machine learning model 

was aptly trained. This process involved careful data preparation and selection, 

ensuring the model's optimal learning from the input variables derived from GPS data. 

Finally, the ultimate objective of forecasting solar irradiance utilizing the derived IWV 

and TEC in conjunction with an Artificial Neural Network (ANN) was accomplished. 
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It is evident that the ANN machine learning model is able to forecast solar irradiance 

with an acceptable degree of accuracy and reliability. The ANN machine learning 

model with Bayesian Regularization algorithm and ten neurons provided the highest 

accuracy with an R of 0.86138 and MSE of 20882.4233. 

The development of this study stands as a significant advancement in solar energy 

prediction. The significance of this model lies in its ability to aid solar energy 

planning, facilitate grid integration, and optimize energy resource allocation, thereby 

contributing to the creation of more efficient and sustainable energy systems. By 

leveraging machine learning techniques and GPS-derived data for solar irradiance 

forecasting, this model provides accurate predictions crucial for planning solar energy 

operations. These forecasts allow stakeholders to anticipate fluctuations in solar 

energy availability, enabling informed decisions on energy storage, distribution, and 

grid management. Additionally, the model aids in effectively integrating solar energy 

into existing power grids by providing reliable forecasts, ensuring a smooth transition 

between different energy sources, and enhancing grid stability. Moreover, its capacity 

to accurately allocate energy resources based on predicted solar irradiance levels 

results in optimized energy utilization, reducing costs and enhancing overall system 

efficiency. As a result, this model serves as a vital tool in fostering the development 

of sustainable energy systems that rely more effectively on renewable energy sources 

while minimizing environmental impact. 

However, the results of the study recorded in Chapter 4 could be improved. Within 

solar irradiance and weather station dataset, the presence of missing values denoted 

by '–' signifies instances where data was absent or unavailable at specific times or 

days. Moreover, notable gaps in the data exist, leading to the loss of 1-2 hours' worth 
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of data on certain days. These inconsistencies and missing segments pose significant 

challenges in accurately capturing the complete temporal dynamics of solar irradiance 

and weather conditions. Lastly, there were many problems that occurred along with 

the process of developing this project. Thus, the problems encountered can ultimately 

be solved. The ways and steps in problem solving were described in chapter 4. 

 

5.2 Future Work 

Some suggestions for future research work and development to further improve the 

system are recommended in this section: 

a) Addressing the critical aspect of data quality of input data and preprocessing in 

GPS-derived data 

The accuracy of solar irradiance predictions hinges significantly upon the quality 

and preparation of input data. Enhancing data preprocessing techniques involves 

meticulous procedures to filter out noise, correct anomalies, and handle missing or 

incomplete data points within the GPS datasets. By refining data preprocessing 

methodologies and ensuring data accuracy, the reliability and precision of the solar 

irradiance forecasting model can be substantially improved.  

b) Scaling and Geographic Expansion 

This involves scaling and geographic expansion to enhance solar irradiance 

forecasting applicability on a global level. This encompasses adapting the model to 

various geographic regions and diverse environmental conditions, ensuring its 

effectiveness in predicting solar irradiance worldwide. By incorporating data from 
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different locations and environmental variables, such as topography and weather 

patterns, the model can be optimized to provide accurate forecasts across a broader 

range of geographical areas. Expanding its scope globally would contribute 

significantly to the advancement of solar energy utilization by enabling more precise 

and reliable solar irradiance predictions across diverse regions. 
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APPENDICES 

Appendix A 

import os 

import zipfile 

 

# Directory where the zipped folders are located 

zipped_folders_directory = 'C:/Users/ACER/Desktop/rename/UTeM GPS Data 

2022'  # Replace with the actual path to your zipped folders 

 

# Directory where you want to save the renamed files 

output_directory = 'C:/Users/ACER/Desktop/rename/obs_edited'  # 

Replace with the desired output directory 

 

# Loop through each zipped folder 

for root, _, files in os.walk(zipped_folders_directory): 

    for filename in files: 

        if filename.endswith(".zip"): 

            zip_file_path = os.path.join(root, filename) 

            try: 

                with zipfile.ZipFile(zip_file_path, 'r') as zip_ref: 

                    for inner_filename in zip_ref.namelist(): 

                        if inner_filename.endswith(".22O"):  # Change 

".22O" to your actual file extension 

                            # Extract the relevant parts of the 

filename 

                            year_part = inner_filename[6:8]  # Adjust 

indices based on your actual filenames 

                            extension = inner_filename[-3:]   # Adjust 

indices based on your actual filenames 

 

                            # Construct the new filename 

                            new_filename = 

f"Trim_{year_part}{inner_filename[8:12]}.{extension}" 

 

                            # Extract the file to a temporary 

directory 
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                            with zip_ref.open(inner_filename) as 

source_file: 

                                temp_path = 

os.path.join(output_directory, new_filename) 

                                with open(temp_path, 'wb') as 

destination_file: 

                                    destination_file.write(source_file

.read()) 

 

                                print(f"Renamed file: {inner_filename} 

to {new_filename}") 

            except zipfile.BadZipFile: 

                print(f"Skipping invalid zip file: {zip_file_path}") 

 

print("Files with '.22O' extension within valid zip archives renamed 

successfully.") 
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Appendix B 

import os 

import zipfile 

# Directory where the zipped folders are located 

zipped_folders_directory = 'C:/Users/ACER/Desktop/rename/UTeM GPS Data 

2022'  # Replace with the actual path to your zipped folders 

# Directory where you want to save the renamed files 

output_directory = 'C:/Users/ACER/Desktop/rename/nav_edited'  # 

Replace with the desired output directory 

 

# Loop through each zipped folder 

for root, _, files in os.walk(zipped_folders_directory): 

    for filename in files: 

        if filename.endswith(".zip"): 

            zip_file_path = os.path.join(root, filename) 

            try: 

                with zipfile.ZipFile(zip_file_path, 'r') as zip_ref: 

                    for inner_filename in zip_ref.namelist(): 

                        if inner_filename.endswith(".22N"):  # Change 

".22N" to your actual file extension 

                            # Extract the relevant parts of the 

filename 

                            year_part = inner_filename[6:8]  # Adjust 

indices based on your actual filenames 

                            extension = inner_filename[-3:]   # Adjust 

indices based on your actual filenames 

                            # Construct the new filename 

                            new_filename = 

f"Trim_{year_part}{inner_filename[8:12]}.{extension}" 

                            # Extract the file to a temporary 

directory 

                            with zip_ref.open(inner_filename) as 

source_file: 

                                temp_path = 

os.path.join(output_directory, new_filename) 

                                with open(temp_path, 'wb') as 

destination_file: 

                                    destination_file.write(source_file

.read()) 

 

                                print(f"Renamed file: {inner_filename} 

to {new_filename}") 

            except zipfile.BadZipFile: 

                print(f"Skipping invalid zip file: {zip_file_path}") 

 

print("Files with '.22N' extension within valid zip archives renamed 

successfully.") 
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Appendix C 

import pandas as pd 

import os 

 

# Function to extract second column data from .Std files and count 

rows 

def extract_and_count_rows(file_path): 

    data = pd.read_csv(file_path, delim_whitespace=True, header=None) 

    second_column = data.iloc[:, 1]  # Extracting the second column 

    row_count = len(second_column)  # Counting the number of rows 

    return row_count 

 

# Path to the folder containing .Std files 

folder_path = 'C:/Users/ACER/Desktop/GPS TEC/TEC_output' 

 

# List all files in the folder 

file_list = os.listdir(folder_path) 

 

# Filter only .Std files 

std_files = [file for file in file_list if file.endswith('.Std')] 

 

# Loop through each .Std file, extract second column data, and count 

rows 

for file in std_files: 

    file_path = os.path.join(folder_path, file) 

    row_count = extract_and_count_rows(file_path) 

    print(f"File: {file}, Rows in Second Column: {row_count}") 
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Appendix D 

import pandas as pd 

import os 

 

# Function to extract second column data from .Std files 

def extract_second_column(file_path): 

    data = pd.read_csv(file_path, delim_whitespace=True, header=None) 

    second_column = data.iloc[:, 1]  # Extracting the second column 

    return second_column 

 

# Path to the folder containing .Std files 

folder_path = 'C:/Users/ACER/Desktop/GPS TEC/TEC_output' 

 

# List all files in the folder 

file_list = os.listdir(folder_path) 

 

# Filter only .Std files 

std_files = [file for file in file_list if file.endswith('.Std')] 

 

# Create an empty DataFrame to store the second column data 

all_data = pd.DataFrame() 

 

# Loop through each .Std file, extract second column data, and append 

to the DataFrame 

for file in std_files: 

    file_path = os.path.join(folder_path, file) 

    second_column_data = extract_second_column(file_path) 

    all_data = pd.concat([all_data, second_column_data], axis=0, 

ignore_index=True) 

 

# Specify the directory where you want to save the output .csv file 

output_directory = 'C:/Users/ACER/Desktop/GPS TEC' 

 

# Create the directory if it doesn't exist 

os.makedirs(output_directory, exist_ok=True) 

 

# Define the path to save the output .csv file 

output_csv_path = os.path.join(output_directory, 'output.csv') 

 

# Write the extracted data into a single .csv file in the specified 

directory 

all_data.to_csv(output_csv_path, index=False, 

header=['Second_Column_Data']) 
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Appendix E 

 

 

import os 

import csv 

import glob 

 

def count_sixth_column(file_path): 

    with open(file_path, 'r') as file: 

        lines = file.readlines() 

        count = 0 

        for line in lines: 

            if line.startswith("$TROP"): 

                columns = line.strip().split(',') 

                if len(columns) >= 6: 

                    count += 1 

    return count 

 

if __name__ == "__main__": 

    folder_path = 'C:/Users/ACER/Desktop/rename/ZTD_stat/*.stat'  # 

Change this to your folder path 

    stat_files = glob.glob(folder_path) 

 

    for file in stat_files: 

        count = count_sixth_column(file) 

        print(f"File: {file} - Sixth column count in $TROP rows: 

{count}") 
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Appendix F 

 

 

import os 

import csv 

import glob 

 

def extract_sixth_column(file_path): 

    with open(file_path, 'r') as file: 

        lines = file.readlines() 

        extracted_data = [] 

        for line in lines: 

            if line.startswith("$TROP"): 

                columns = line.strip().split(',') 

                if len(columns) >= 6: 

                    sixth_column = columns[5] 

                    extracted_data.append([sixth_column]) 

    return extracted_data 

 

def save_to_csv(data, file_path, output_folder): 

    file_name = os.path.basename(file_path) 

    csv_file_path = os.path.join(output_folder, 

file_name.replace('.stat', '_extracted.csv')) 

    with open(csv_file_path, 'w', newline='') as csvfile: 

        writer = csv.writer(csvfile) 

        writer.writerows(data) 

 

if __name__ == "__main__": 

    input_folder_path = 

'C:/Users/ACER/Desktop/rename/in_ztdsec/*.stat'  # Change this to your 

input folder path 

    output_folder_path = 'C:/Users/ACER/Desktop/rename/out_ztdsec'  # 

Change this to your output folder path 

 

    if not os.path.exists(output_folder_path): 

        os.makedirs(output_folder_path) 

 

    stat_files = glob.glob(input_folder_path) 

 

    for file in stat_files: 

        extracted_data = extract_sixth_column(file) 

        if extracted_data: 

            save_to_csv(extracted_data, file, output_folder_path) 
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Appendix G 

 

 

import os 

import pandas as pd 

 

# Define the folder path where your CSV files are located 

input_folder_path = 'C:/Users/ACER/Desktop/rename/out_ztdsec' 

 

# Define the folder path where you want to save the new CSV files 

output_folder_path = 'C:/Users/ACER/Desktop/rename/out_ztdmin' 

 

# Create the output folder if it doesn't exist 

os.makedirs(output_folder_path, exist_ok=True) 

 

# List all files in the input folder 

files = os.listdir(input_folder_path) 

 

# Filter only CSV files 

csv_files = [file for file in files if file.endswith('.csv')] 

 

# Process each CSV file 

for file in csv_files: 

    file_path = os.path.join(input_folder_path, file) 

     

    # Read the CSV file into a pandas DataFrame, skip the first row as 

it doesn't contain headers 

    df = pd.read_csv(file_path, header=None) 

     

    # Extract only the data from even rows (2, 4, 6, etc.) 

    even_rows_data = df.iloc[1::2]  # Extracts rows starting from 

index 1, skipping one row 

     

    # Get the file name (without extension) 

    file_name, file_extension = os.path.splitext(file) 

     

    # Define the output file path in the output folder 

    output_file_path = os.path.join(output_folder_path, 

f"{file_name}_even_rows.csv") 

     

    # Write the even rows' data to a new CSV file in the output folder 

    even_rows_data.to_csv(output_file_path, index=False, header=False) 
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Appendix H 

import os 

import pandas as pd 

 

# Directory containing your CSV files 

directory = 'C:/Users/ACER/Desktop/rename/out_ztdmin' 

 

# List all CSV files in the directory 

csv_files = [file for file in os.listdir(directory) if 

file.endswith('.csv')] 

 

# Initialize an empty list to store data 

data = [] 

 

# Read each CSV file and append its content to the 'data' list 

for file in csv_files: 

    file_path = os.path.join(directory, file) 

    df = pd.read_csv(file_path, header=None)  # Assuming no header in 

each CSV 

    data.append(df) 

 

# Concatenate all data into a single DataFrame 

merged_data = pd.concat(data, axis=0, ignore_index=True) 

 

# Write the merged data to a new CSV file 

merged_data.to_csv('merged_ztd_data.csv', index=False, 

header=False)  # Change 'merged_data.csv' to your desired output file 

name 
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Appendix I 

 

 
% Solve an Input-Output Fitting problem with a Neural Network 
% Script generated by Neural Fitting app 
% Created 06-Jan-2024 01:01:49 
% 
% This script assumes these variables are defined: 
% 
%   Input_new - input data. 
%   Target_new - target data. 
 
x = Input_new'; 
t = Target_new'; 
 
% Choose a Training Function 
% For a list of all training functions type: help nntrain 
% 'trainlm' is usually fastest. 
% 'trainbr' takes longer but may be better for challenging problems. 
% 'trainscg' uses less memory. Suitable in low memory situations. 
trainFcn = 'trainbr';  % Bayesian Regularization backpropagation. 
 
% Create a Fitting Network 
hiddenLayerSize = 10; 
net = fitnet(hiddenLayerSize,trainFcn); 
 
% Choose Input and Output Pre/Post-Processing Functions 
% For a list of all processing functions type: help nnprocess 
net.input.processFcns = {'removeconstantrows','mapminmax'}; 
net.output.processFcns = {'removeconstantrows','mapminmax'}; 
 
% Setup Division of Data for Training, Validation, Testing 
% For a list of all data division functions type: help nndivision 
net.divideFcn = 'dividerand';  % Divide data randomly 
net.divideMode = 'sample';  % Divide up every sample 
net.divideParam.trainRatio = 70/100; 
net.divideParam.valRatio = 15/100; 
net.divideParam.testRatio = 15/100; 
 
% Choose a Performance Function 
% For a list of all performance functions type: help nnperformance 
net.performFcn = 'mse';  % Mean Squared Error 
 
% Choose Plot Functions 
% For a list of all plot functions type: help nnplot 
net.plotFcns = {'plotperform','plottrainstate','ploterrhist', ... 
    'plotregression', 'plotfit'}; 
 
% Train the Network 
[net,tr] = train(net,x,t); 
 
% Test the Network 
y = net(x); 
e = gsubtract(t,y); 
performance = perform(net,t,y) 
 
% Recalculate Training, Validation and Test Performance 
trainTargets = t .* tr.trainMask{1}; 
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valTargets = t .* tr.valMask{1}; 
testTargets = t .* tr.testMask{1}; 
trainPerformance = perform(net,trainTargets,y) 
valPerformance = perform(net,valTargets,y) 
testPerformance = perform(net,testTargets,y) 
 
% View the Network 
view(net) 
 
% Plots 
% Uncomment these lines to enable various plots. 
%figure, plotperform(tr) 
%figure, plottrainstate(tr) 
%figure, ploterrhist(e) 
%figure, plotregression(t,y) 
%figure, plotfit(net,x,t) 
 
% Deployment 
% Change the (false) values to (true) to enable the following code blocks. 
% See the help for each generation function for more information. 
if (false) 
    % Generate MATLAB function for neural network for application 
    % deployment in MATLAB scripts or with MATLAB Compiler and Builder 
    % tools, or simply to examine the calculations your trained neural 
    % network performs. 
    genFunction(net,'myNeuralNetworkFunction'); 
    y = myNeuralNetworkFunction(x); 
end 
if (false) 
    % Generate a matrix-only MATLAB function for neural network code 
    % generation with MATLAB Coder tools. 
    genFunction(net,'myNeuralNetworkFunction','MatrixOnly','yes'); 
    y = myNeuralNetworkFunction(x); 
end 
if (false) 
    % Generate a Simulink diagram for simulation or deployment with. 
    % Simulink Coder tools. 
    gensim(net); 
end 
 

 

 




