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ABSTRACT 

Queuing is an unavoidable aspect of life, and not knowing how long the wait will 

be leads to a major source of anxiety. Few companies frequently try to forecast the 

waiting times problem but none of them are successful. On the other hand, length of 

waiting time in queue is basically major problem patients need to withstand in 

hospitals and clinics. It leads to unaffected implementation of medical attention and 

quality care to those really in needs. In queuing system, advanced approaches for 

instance machine learning and deep learning have played an important role. This 

project aims to identify the important features in predicting patients waiting time in 

clinics. In choosing the important features, preprocessing data is accomplished first 

which involve preparing raw data and constructing the data to be competent to 

machine learning. After that, the data will be retrieved for feature selection with 

different feature selections method. In this project, implementation of correlation-

based feature selection, Recursive Feature elimination and Sequential Feature 

Selection are developed using the same dataset. Thus, to analyse the accuracy of 

selected features, predictive analysis is implemented, and the performance of the 

predicted model is analysed using primary features and selected features.    
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ABSTRAK 

Masa menunggu adalah aspek yang tidak dapat dielakkan dalam kehidupan, dan 

tidak tahu berapa lama tungguan akan menjadi punca utama kegelisahan. Beberapa 

syarikat sering mencuba meramalkan masalah masa menunggu tetapi tiada yang 

berjaya. Di sisi lain, panjang masa menunggu dalam barisan adalah masalah utama 

yang pesakit perlu hadapi di hospital dan klinik. Ia membawa kepada pelaksanaan 

rawatan perubatan dan penjagaan berkualiti yang tidak terjejas kepada mereka yang 

benar-benar memerlukannya. Sistem beratur dalam waktu menunggu merupakan satu 

pendekatan canggih seperti machine learning dan pembelajaran mendalam telah 

memainkan peranan penting. Projek ini bertujuan untuk mengenal pasti ciri-ciri 

penting dalam meramalkan masa menunggu pesakit di klinik. Dalam pemilihan ciri 

penting, pra pemprosesan data dilaksanakan terlebih dahulu yang melibatkan 

penyediaan data primer dan membina data untuk kompeten kepada machine learning. 

Selepas itu, data akan diambil untuk pemilihan ciri dengan kaedah pemilihan ciri yang 

berbeza. Dalam projek ini, pelaksanaan pemilihan ciri berasaskan korelasi, eliminasi 

ciri berulang, dan Pemilihan Ciri Berseorangan dikembangkan menggunakan dataset 

yang sama. Oleh itu, untuk menganalisis ketepatan ciri yang dipilih, analisis prediktif 

dilaksanakan, dan prestasi model yang diramalkan dianalisis menggunakan ciri utama 

dan ciri yang dipilih. 
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CHAPTER 1  

INTRODUCTION  

 

 

 

This chapter will discuss more in detail the project in the general background,  

problem statement, objectives, the scope of the project and project significant. 
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1.1 Project Background 

Queuing is an unavoidable aspect of life, and not knowing how long the wait will 

be leads to a major source of anxiety. A few companies frequently try to forecast the 

waiting times problem but none of them are successful. On the other hand, the length 

of waiting time in queue is basically a major problem patients need to withstand in 

hospitals and clinics. It leads to unaffected implementation of medical attention and 

quality care to those really in need. In queuing systems, advanced approaches, for 

instance machine learning and deep learning have played an important role. This 

project aims to identify the important features in predicting patients waiting time in 

clinics. In choosing the important features, preprocessing data is accomplished first 

which involves preparing raw data and constructing the data to be competent to 

machine learning. After that, the data will be retrieved for feature selection by 

applying numerous methods. In this project, Correlation-based feature selection, 

Recursive Feature Elimination and Sequential Feature Selection are developed. 

Furthermore, to analyze the accuracy of selected features, a prediction model is 

utilized using the primary features and selected features.  

   

1.2 Problem statement  

Basically, healthcare systems aim to deliver efficient, equitable, high-quality 

care in a timely manner to patients but many service-oriented businesses, including 

health clinics, are involved in queues, or waiting lines. Continuous waiting lines could 

lead to frustrating and stressful experiences for the patients. Plus, many health 

facilities are still using manual registration that includes varieties of personal 

information and it is not obliterated with other health facilities which appointment 

books are contemporary. Consequently, it enumerates more to the patient’s waiting 
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time. Thus, prediction waiting times are developed with varieties of techniques. 

Nevertheless, there is not a pound used to identify the selected features according to 

the developed prediction waiting time. Commonly, the developed prediction model 

uses insignificant features and causes consuming time to predict the waiting time. 

Hence, this project aims to develop the important features in predicting patients 

waiting time in clinics.  

Machine learning algorithms and models utilize data in different ways. Any 

machine learning models have a set of properties that allow it to compare the data in 

a variety of ways. Basically, the primary goal of model comparison and selection is to 

improve the efficiency and accuracy of machine learning software or solutions. With 

allocated enormous features at hand, it is easy to focus on the features that can provide 

fast processing and higher efficiency. Nonetheless, if the selected features are too 

excessive, it could expedite bootless errands during patient’s registration in fact if the 

selected features are incompetent, the prediction model could be inaccurate. Thus, this 

project aims to analyze the accuracy of selected features using logistic regression 

model and decision tree model. This is to avoid low accuracy and focus more on high 

accuracy prediction model. 

1.3 Project objectives 

• To identify the important features in predicting patients waiting time in clinics. 

• To analyze the accuracy of selected features using logistic regression and 

decision tree. 

1.4 Scope of Project 

In this project, the study was examined at Klinik Kesihatan Alor Gajah in 

Melaka to develop a prediction waiting time from the varieties of data available in the 
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dental health facility information system. In order to ensure that not all of the features 

accessible within the dataset are equally essential, feature selection is developed which 

is a technique for removing significant characteristics from the dataset. This project 

will gather in Python programming with a machine learning library of the Python 

language. It is made up of multiple algorithms and supports professional libraries.  

In machine learning, data pre-processing refers to the process of transforming 

raw data into a format that is suitable for a machine learning algorithm to learn from. 

The data and parameters obtained will be analyzed and filtered to seek the primary 

data using the prediction model which are logistic regression and decision tree model. 

As an example, for the data and parameters are personal information, age, type of 

treatment and gender. In the meantime, there are 12 features that have encountered the 

pre-processing data. Then, the features will be analyzed and compared the 

performance of the prediction model with primary features and selected features. 

1.5 Project Significant  

The aim of this project is to develop feature selection using several methods. 

In this project, correlation-based feature selection, recursive feature elimination and 

sequential feature selection are developed. This is because developing various feature 

selection is a process of selecting the attributes that will make the prediction more 

accurate and features with high correlation are more dependent. Other than that, 

different feature selection indicates different complexity and sensitivity. Predictive 

analysis is also used in the machine learning process to improve the accuracy of the 

feature selection. It additionally enhanced the algorithms' prediction potential by 

picking the most important variables and removing the redundant and unimportant 

ones.  
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This project also aims to identify the accuracy of the selected features selection 

using logistic regression and decision tree model. Logistic regression is a significantly 

simpler approach than other machine learning algorithms. It enhances the estimating 

approach and, more importantly, these strategies have simple equations and an easy-

to-understand application on a modular level. On the other hand, Decision Tree model 

is beneficial because it allocates the importance of traits and it is straightforward to 

study, evaluate and comprehend. These prediction techniques prove that this project 

is well suited for estimating patient waiting times at the dental health facility. 

Furthermore, the web application interface is developed to provide estimated waiting 

times for the patients and to avoid frustration with unpredictable waiting times. This 

is also to improve the operational efficiency to achieve better outcomes for patients 

and clinic providers. The web application is established from the predicted model with 

selected features.



 

 

 

CHAPTER 2  

BACKGROUND STUDY 

This chapter describes the quality care and services in healthcare that happened in 

other healthcare too. This chapter also discusses the literature related to the quality 

care system that used machine learning to predict waiting time and projects that have 

developed feature selection. It is then followed by the type of feature selection used to 

improve the waiting time system. 
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2.1 Quality Care and Services 

The term "waiting time" refers to the duration a patient spends in a healthcare 

facility from their arrival at the registration desk until their departure or completion of 

their last service. Specifically, it is the time interval between when a patient is added 

to a waiting list and the time spent waiting at each service point before receiving 

treatment. Lengthy waiting times can result in negative patient experiences, reduced 

patient satisfaction, and increased patient anxiety. As a result, decreasing waiting 

times is crucial to improving the quality of healthcare services [1].  

Generally, quality care and services to patients are the goals of a health system. 

This is because health contributors aimed in providing quality healthcare services to 

encourage customer satisfaction. Patients who are satisfied with the service they 

receive are more inclined to return for further appointments or even to refer others to 

the same practitioner or facility. According to Hijry, Olawoyin, Edwards, McDonald, 

and Debnath [2] the problem of waiting time in healthcare institutions has been 

unequivocally ranked the top concern by patients, specifically in the outpatient 

department. Waiting times for patients presenting at health facilities are reported to be 

the worst compared with those experienced in general care and cold medical cases. 

In a 2019 survey conducted by the Society of Actuaries, it was found that 60% 

of healthcare executives acknowledge the advantages of predictive analytics and have 

implemented it in their organization. Out of those who adopted this technology, 42% 

reported enhanced patient satisfaction, while 39% claimed to have reduced costs. 

Through continuous monitoring using machine learning and analysis of patient vital 

signs, predictive algorithms can identify patients who are likely to require intervention 

in the next hour. This enables healthcare providers to take proactive measures at an 
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early stage, based on early indicators of deterioration in the patient's condition. 

Predictive analytics can also estimate the likelihood of patient mortality or 

readmission within 48 hours post-ICU discharge, which can assist caregivers in 

deciding which patients can be safely discharged. This shows that, in the medical field, 

it offers improvement in the decision-making process by evolving predictive analytics. 

[3]. 

According to the National Program for improving access to Quality of 

Specialized Dental Care Centers, reducing inequality, and promoting equitable care 

delivery are among the primary objectives of access regulation in public health, which 

includes managing waiting times. Several studies have developed different methods 

and techniques to analyze and predict waiting times of the patients. A study to explore 

the factors associated with the waiting time for access to specialized dental care by 

using binary logistic regression model is obtained. The study found that shorter 

waiting times for specialized oral healthcare were linked to various factors, including 

the size of the service, the presence of a dedicated manager and integration with 

primary healthcare. These findings suggest feature selection that implementing 

regression model will improve access in specialized oral healthcare [4]  

2.2 Feature selection 

For the purposes of this work, feature selection can alternately be referred to 

as variable selection or attribute selection. Brownlee (2016) [5] defines feature 

selection as the process of selecting a subset of relevant characteristics for use in model 

creation. The feature selection strategy allows in the development of reliable 

prediction models. It may be used to detect and remove unnecessary, irrelevant, and 

redundant features from data that do not add to or may even impair model accuracy. 



9 

 

The usage of fewer features reduces model complexity, and simpler models are easier 

to grasp and explain. According to a few research, many researchers are perplexed by 

the distinction between feature selection and feature extraction. The essential 

distinction between the two is that feature selection preserves a subset of the original 

characteristics while feature extraction develops entirely new ones. Both feature 

extraction and feature selection can improve efficiency, reduce computational 

complexity, develop better generalization models, and reduce storage requirements. 

Algorithms for feature selection can be divided into three general classes 

which are filter method, wrapping methods, and embedded methods. Using an 

elimination approach, each feature is given a score based on statistical criteria. 

Ranking features according to scores determines whether they should be kept in the 

data collection or removed. The performance of the wrapping method is assessed using 

the pre-defined learning algorithm and returned to the feature search component for 

the subsequent round of feature subset selection. The final set will be determined by 

which feature set performs the best.   

The Embedded technique evaluated regardless features were most important 

to the model's accuracy at the time the model was being created. The normalization 

approach is the most typical kind of embedded feature selection technique. In 

classification problems, supervised feature selection is usually implemented. Having 

access to the class labels allows supervised feature selection algorithms to choose 

discriminative features that effectively separate instances from various classes.  
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Other than that, a study of a high-performance malware detection system using 

feature selection methodologies is introduced by Esraa, Riyadh, Zaid and Husam [6]. 

The data encountered with the preprocessing and correlation-based feature selection 

is applied to generate various feature-selected datasets. The datasets are then utilized 

to train dense and LSTM-based deep learning models. In the case of the second 

dataset, the performance was impacted by the dimension reduction process due to its 

large number of attributes and a relatively small number of records. This high 

dimensionality made the correlation values between the classification column and 

other predictors very similar, resulting in the removal of more columns during the 

threshold-based feature selection process compared to the first dataset, which had 

fewer columns. The study found that reducing 81.77% of the total columns resulted in 

a 3.79% decrease in validation accuracy, while reducing 93.5% of the total columns 

resulted in a 9.44% reduction in validation accuracy. Thus, in all experiments, the 

results proved that using 20% as a test of feature selection was the best option.  

Furthermore, Masoudi-Sobhanzadeh, Motieghader and Masoudi-Nejad [7] 

have described feature selection approaches that offers a user-friendly and 

uncomplicated method that can be applied in various types of research and is suitable 

for both balanced and unbalanced data. It utilizes multiple score functions, such as 

accuracy, sensitivity, and specificity that will enable efficient selection of relevant 

features. However, the software tools will also have drawbacks that lead to 

malfunctioning devices. This is because successful predictive analysis is crucial to 

have access to updated information. The accuracy of a prediction heavily relies on 

time, as data from the past may no longer be relevant in predicting current trends and 

patterns in the global market. Failure to consider this could result in significant 

financial losses for an organization.  
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Moreover, machine learning also introduced speech emotion recognition and 

recently it is widely utilized in human computer interaction. The recognition rate of 

multiple speech emotions can decrease due to increased emotional confusion. To 

address the issue, a proposed approach for speech emotion recognition involves 

utilizing a decision tree model with Fisher feature selection to identify the most 

effective emotional speech features and establish an accurate recognition model. The 

Fisher criterion is used during feature selection to filter out features with higher 

distinguishability.  

In the emotion classification stage, an algorithm is developed to determine the 

structure of the decision tree. The decision tree enables the two-step classification of 

rough and fine classifications, eliminating redundant parameters and improving 

emotion recognition performance. Experimental results indicate that the proposed 

method, which utilizes a decision tree with feature selection strategy, achieves an 

83.75% recognition rate for speech emotion recognition. This shows a 9% 

improvement compared to traditional decision tree and an 8.08% improvement 

compared to decision tree without feature selection. These findings confirm that Fisher 

feature selection by utilizing decision tree is effectively reduce emotional confusion 

and improve emotion recognition rates [8] 

In 1999 Molodtsov developed a System Suitability Test Extension (SST) to 

address the problem of parameterization incompatibility, that approaches rough set 

and fuzzy set theories. There are instances of those that have failed to become effective 

parameterization tools. However, the limitations of the current parameterization 

techniques are dependent on a few variables, such as incorrect hardware and software 

choices. In addition to problems with rough sets and fuzzy sets, other parameterization 
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techniques are also having trouble evaluating the massive amounts of data that require 

a lot of memory and taking a long time to evaluate. For instance, implementation of 

fuzzy rough feature selection is based on fuzzy divergence measure. It requires lengthy 

processing time especially involving huge dataset.  

On the other hand, feature selection of multi-label fuzzy method is developed 

to identify the precise samples from various classes based on the entire label space. It 

was also proposed for multi-label learning that leads to outperforming other cutting-

edge algorithms and produce reliable upper and lower approximations of the datasets. 

When using more data than 5000 samples for each dataset, the multi-label fuzzy 

method performed better. This shows that feature selection has successfully improved 

the predictive model by making the process more accurate and efficient.  

2.2.1 Correlation-based feature selection 

In general, correlation-based feature selection is a technique used in machine 

learning and data science to identify the most relevant features in a dataset. 

Correlation-based feature selection works by calculating the correlation between each 

feature and the target variable and selecting the features with the highest correlation. 

Correlation-based feature selection is a filter approach for feature selection that is not 

reliant on the final classification model. It assesses feature subsets based solely on 

intrinsic data properties, specifically the correlations between features. The objective 

is to identify a feature subset with minimal feature-feature correlations to eliminate 

redundancy and maximum feature-class correlations to preserve or enhance predictive 

capability [9]. In machine learning, the performance of a model often depends on the 

quality and quantity of features used for training. However, using many features can 

lead to several issues, including overfitting, increased computational complexity, and 



13 

 

decreased model interpretability. Correlation-based Feature Selection helps to address 

these issues by selecting a subset of features that are most relevant for predicting the 

target variable.  

By reducing the number of features, Correlation-based feature selection can 

improve the accuracy and efficiency of machine learning models. Fewer features mean 

that the model requires less computational resources to train and can make predictions 

faster. Moreover, using fewer features reduces the risk of overfitting, which occurs 

when a model is too complex and captures noise in the training data instead of the 

underlying patterns. Eliminating irrelevant or redundant information can also improve 

model interpretability, as it allows for a clearer understanding of the relationship 

between the features and the target variable. This can be particularly useful in fields 

where interpretability is important, such as healthcare or finance. Overall, Correlation-

based feature selection is a powerful tool for improving the performance and 

interpretability of machine learning models by identifying the most informative and 

independent features for prediction [10]. 

 

2.2.2 Recursive Feature Elimination 

Selecting a subset of important features from a large original set of data in term 

of pre-defined criteria is known as feature selection. Feature selection plays an 

important role in machine learning, and it is also important in sample classification 

where the number of training samples is lower than the number of features.  In 2022, 

Chen, Manongga and Dewi [11] have developed the recursive feature elimination for 

improving learning points on hand-sign recognition is developed to improve the 

accuracy of digit hand-sign detection. In the project three different datasets to train 
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models are used with different number of features meanwhile the fourth dataset is not 

used to train any model. As a result, the accuracy of the model in detecting hand signs 

is improved by removing the non-essential hand landmarks. As stated, fewer models 

trained with 10 features shows higher accuracy rather than using the original 21 

features. Some hand landmark detections are distorted during the feature extraction 

stage when the images are rotated during image augmentation. When compared to 

Dataset 2, the data quality deteriorates, making the models less accurate. This shows 

that the recursive feature elimination successfully developed the accuracy of the hand-

sign recognition. 

Low performance of feature selection might be caused by high dimensional of 

an excessive number of features or known as overfitting dataset. Other than that, high 

dimensional datasets tend to create deficiency in space and need high computing 

power so the models could fit to low datasets classification accuracy.  To achieve the 

greatest results on machine learning tasks as datasets grow, it is crucial to choose the 

ideal feature subset from the original dataset and an effective selection strategy must 

be utilized. A hybrid-recursive feature elimination method for efficient feature 

selection which combines with support vector machine and random forest are 

developed by. In this project, it uses the method of Hybrid Recursive Feature 

Elimination, Simple Sum, and Weighted Sum. The proposed method uses eight 

benchmarks, for instance satellite, messidor and sonar. As a result, the SVM-RFE 

produced the highest classification accuracy. This shows that the Hybrid-Recursive 

Feature Elimination has developed better performance to create the model. 

Based on Yaoxin Wang, Yingjie Xu and Zhenyu Yang [12], Recursive Feature 

Selection with Random Forest are developed to improve the protein structural class 
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prediction for low similarity sequences. In the project, it also uses a sequence feature 

involving sequence content feature, sequence position feature, and reduced sequence 

feature. The results show that the efficiency of the protein structural class prediction 

has improved persuasively using the recursive feature selection with random forest. It 

also shows that the prediction accuracy improved by 4.6% to 13.3% with the use of 

less than 5% features. Other than that, the predicted secondary structural features using 

different protein features has achieved the best performance of protein features which 

8% to 31% higher than other features. This shows that the protein features prediction 

has successfully achieved the improvement of protein structural class. 

 

2.2.3 Sequential Feature Selection 

A supervised method of feature selection is sequential feature selection. This 

method employs a supervised model and may be used to remove insignificant 

characteristics from a big dataset or to pick important features by progressively adding 

them. In accordance with Yulianti and Saifudin (2020) [13], feedback from customer 

churn is very important to the company when switching operators were made. It also 

states that higher costs are required to attract new customers than maintaining existing 

customers.  Companies may take a quick step to retain clients by estimating customer 

turnover. The customer data may be analyzed using data mining techniques to develop 

predictions. This paper recommends using Sequential Feature Selection to choose 

significant features that might increase the performance in customer churn prediction 

models. In this paper, the use of feature selection was suggested to pick characteristics 

that are relevant and have a beneficial influence on prediction models. According to 

studies, models that use feature selection can deliver greater performance. The 
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suggested approach helps identify clients who are about to unsubscribe, allowing 

action to be taken to prevent it. 

Furthermore, removing irrelevant features is traditionally in feature selection 

algorithm by reducing the redundancy between the significant and insignificant 

features. Clustering-based Feature selection are developed by approaches of pre-

processing data, combined with search strategy and search strategy alternatives. As 

indicated by Alimoussa, Porebski, Vandenbroucke and Oulad Haj Thami (2021) [14], 

the proposed method for the high dimensional data classification is irrelevant feature 

removal, correlation-based feature clustering and Sequential Feature Selection. 

Initially, the algorithms are divided into the number of clusters which each of the 

features consist correlated features after it has removed the insignificant features.  By 

selecting only applicable and irredundant features, it will help in speed up the search 

algorithm and acquired discriminant and compact features. Based on the paper, it also 

stated that the results were compared with three feature selection scheme and four 

clustering-based feature selection.  The results showed that, in comparison with 

current filter model-based approaches, this paper indicates a high level of 

dimensionality reduction, adequate classification accuracy and equitable processing. 

This shows that the approaches of the sequential feature selection are successfully 

effective, and the result of the efficiency is meticulous.  

Theoretically, Sequential Feature Selection is an algorithm that emphasis the 

features to enhance the predictive model and to reduce the model’s computational 

complexity. However, by directly developing the sequential feature selection model, 

it might result in inaccurate prediction model. Therefore, there are methods to improve 

the performance of the Sequential Feature selection. Based on A. Suruliandi, G. 
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Mariammal and Raja (2021)[15], the paper proposes a general scheme for hybrid 

feature selection algorithm to improve the performance of the prediction model.  The 

primary rationale for developing hybrid feature selection algorithms is the ability to 

use two distinct Feature Selection methods, each of which is beneficial in different 

circumstances. This paper demonstrates experimentally that by combining faster but 

weaker filter of Sequential Feature Selection criteria with slower but potentially more 

appropriate to wrapper Feature Selection criteria, the results will achieve a comparable 

to wrapper-based Feature Selection but in filter-like time. According to the paper, the 

relevance of the data on a scale of 0 to 1 is generally recognized. The lower values 

may be expected to provide more filter, while higher values yield more wrapper. 

Values around 0 allow for hybridized feature selection in higher-dimensional 

situations than values near 1. 

 

2.2.4 Decision Tree predictive model. 

A paper titled Water quality classification using machine learning algorithms has 

discussed the use of machine learning classification algorithms for predicting water 

quality [16]. This article compares different machine learning classifiers and their 

ensemble models for the classification of water quality data according to the Water 

Quality Index (WQI). The subsequent sections discuss the proposed system's process, 

involving dataset explanation and manipulation as well as identifying various 

classifiers employed such as Support Vector Machine, Random Forests Logistic 

Regression Decision Tree, CATBoost, XGBoost and Multilayer Perceptron. Several 

metrics such as sensitivity, accuracy, confusion matrix, F1 score precision-recall 

curve, ROC curve and average precision were employed throughout these evaluations. 
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In conclusion, the paper presented CATBoost model has achieved a supreme 

individual classifier's highest accuracy percentage with 94.51%.  

On the other hand, prediction in antibody incompatible kidney transplantation is 

published by the biomedical signal processing and control journal [17]. The paper 

proposed two methods of machine learning which are decision tree and random forest 

that forecast the result. In accordance with the paper, a small dataset is developed 

involving 80 patients with pre-transplant features. The features stated are human 

leukocyte antigen, donor specific and cytometry cross-transplant. As stated in the 

paper, the statistical methods implied are accuracy, sensitivity, ROC curve and 

variable importance scores for both machine learning. As a result, the accuracy of 85% 

is achieved in predicting the transplant rejections using the Decision Tree Model.  The 

result also effectively supports healthcare systems and provides patients satisfaction 

in kidney transplant. This paper shows that Decision Tree model is successfully 

developed in predicting the antibody for kidney transplantation.  

 

2.2.5 Logistic regression predictive model. 

A logistic regression predictive model is developed to improve the outcome after 6 

months in patients with severe traumatic brain injury using physiological cerebral 

parameters. In accordance with Frank C. Bennis, Bibi Teeuwen and Frederick A. 

Zeiler (2020) [18] , the prediction model is implemented to improve current models 

with continuous neuromonitoring data obtained from the intensive care unit 

neuromonitoring. Two teaching hospitals and 45 patients with intracranial pressure 

and cerebral perfusion pressures   are monitored. The paper stated that 14 features with 

high frequency physiological were selected for instance Corticosteroid Randomization 
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after Significant Head Injury (CRASH) score, dynamic cerebral volume, cerebral 

compliance, and cerebrovascular pressure reactivity indices. The selected parameters 

will be trained using the logistic regression model to predict the outcome after 6 

months and the output is validated using cross validation. As a result, the logistic 

regression model has an outcome of 0.76 probability in the area under the curve and 

the highest probability in the area under the curve 0.90 is achieved with additional 5 

features that describe the mean arterial blood pressure and physiological cerebral 

indices. This shows that the prediction model can be improved by the addition features 

of neuromonitoring.  

Moreover, encountering and recognizing the symptoms of heart disease is crucial 

in decision-making for patients health. Utilizing machine learning will lead to viable 

solutions to improve the accuracy of the heart disease diagnosis. In accordance with 

Mohammad Yaseliani and Majid Khedmati (2022) [19], the paper proposes a logistic 

regression model to predict heart disease while evaluating the impact of numerous 

predictors from the outcome. The model consists of 299 patients and 13 features.  On 

the other hand, statistical analysis is also implemented for instance Akaike information 

criterion (AIC) and Receiver operating characteristic (ROC) to predict the outcome of 

the prediction model accurately before comparing the prediction model with another 

predictors. As a result, the sensitivity levels show an output of 84.21% while yielding 

at 90% and the total accuracy of 87.77%. In conclusion, the logistic regression model 

has effectively predicted the outcome and the method is compatible to diagnose the 

heart disease.



 

 

 

CHAPTER 3  

METHODOLOGY  

In this chapter, the plan to achieve feature selection method and analyze the waiting 

time prediction objectives will be explained. This part will also explain the overall 

approach and techniques conducted in this project. It also outlines the systematic 

process involved in the project to achieve the project objectives. The methodology 

will explain clear understanding in analyzing the data, conducting the feature 

selection, and developing the prediction model.  
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3.1 Overview of the project 

In queuing systems, advanced approaches, for instance machine learning and deep 

learning have played an important role. This project aims to identify the important 

features in predicting patients waiting time in clinics. In order to perform appropriate 

feature measures and reduce downtime, feature selection will assist in identifying 

probable faults or malfunctions in advance. In this project, feature selection is crucial 

since it determines the most pertinent and instructive features for failure prediction. 

On the other hand, choosing the important features, preprocessing data is 

accomplished first which involves preparing raw data and constructing the data to be 

competent to machine learning. After that, the data will be retrieved for feature 

selection by applying correlation-based feature selection, recursive feature elimination 

and sequential feature selection using the Jupyter Lab software. Other than that, using 

different feature selection methods results in improving model generalization by 

selecting the significant features and reducing the overfitting. Thus, to analyze the 

accuracy of selected features, predictive analysis using the primary features and 

selected features is implemented. 

Furthermore, the web application interface is developed using Visual Studio Code 

software. The implementation of the web application is to provide estimated waiting 

times for the patients and to avoid frustration with unpredictable waiting times. This 

is also to improve the operational efficiency to achieve better outcomes for patients 

and clinic providers. The web application is established from the predicted model with 

selected features.  
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Figure 3-1: Flowchart of the system design 
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3.2 Project Implementation 

In this project, the feature selection was developed using the Python language 

on jupyter lab software and Visual Studio Code. The project utilized Python 3 software 

version 3.9, which is currently in high demand and includes a typing system. The data 

was pre-processed and uploaded into the program, which aided in randomly 

partitioning it into training and testing datasets. On the other hand, Microsoft Excel 

was used for cleaning and splitting the data into training and testing datasets. The 

project was executed as per the schedule mentioned in the Gantt Chart in the 

appendices. There were no financial expenses associated with this project as it was 

completed solely using software tools.   

3.3 Preprocessing Data 

In data preparation, data preprocessing refers to the manipulation of raw data 

to make it compatible with a subsequent data processing procedure. Historically, it has 

been a critical initial stage in the data mining process. The goal of data pre-processing 

is to improve the quality of the data and increase the accuracy of the machine learning 

model. There are several steps involved in data pre-processing which are data cleaning 

and data transformation. As for data cleaning, it involves removing any irrelevant data 

or duplicating the data from the original data. Data cleaning also involves correcting 

any errors in the data and handling and missing values from the data. Plus, data 

cleaning involves reducing the amount of data to use for the machine learning model. 

The goal of data pre-processing is to convert raw data into a format that can be easily 

interpreted and analyzed by a computer algorithm or human analyst. By doing so, data 

pre-processing enables accurate and reliable insights to be extracted from the data. As 

shown in Table 1, the data cleaning was developed by restoring all the data into 

numerical. 
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Table 3-1: Data cleaning 

DATASET CONDITIONS 

FREQUENT 

 

• BARU [1]  

• ULANGAN [0] 

ETHNICITY 

 

• MELAYU [1]  

• CINA [2]  

• INDIA [3] 

GENDER 

 

• FEMALE [1]  

• MALE [2] 

CATEGORY OF PATIENTS 

 

• TODDLE (0-4 YEARS OLD) [1]  

• PRE-SCHOOL [2]  

• PRIMARY SCHOOL [3]  

• SECONDARY SCHOOL [4]  

• OKU [5]  

• MATERNITY [6]  

• ADULT [7]  

• SENIOR CITIZEN [8] 

OFFICER 

 

• PENSIONERS [1]  

• GOVERNMENT PERSONNEL [2]  

• COMMUNITY COLLGE AND 

OTHERS [3] 

FAST LANE 

 

• <60 YEARS OLD (FEMALE) [1] 

• <60 YEARS OLD (MALE) [2] 

• >60 YEARS OLD (FEMALE) [3] 

• >60 YEARS OLD (MALE) [4] 

YIELD 

 

• OUTPATIENT [1] 

• DENTURE [2] 

TREATMENT 

 

• TOOTH EXTRACTING [1] 

• SCALING [2] 

• TOOTH EXTRACTION [3] 

• APP FS [4] 

• FLUORIDE VANISH [5] 

• ENDO ANTERIOR [6] 

• ENDO POSTERIOR [7] 

• OTHER SURGICAL [8] 

• DENTURE CASE [9] 

BLOOD PRESSURE 
• 140 AND BELOW [120] 

• 140 AND ABOVE [140] 
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FAMILY HISTORY 
• YES [1] 

• NO [2] 

NUMBER OF PATIENTS WAITING 
• LESS THAN 30 PATIENTS [1] 

• MORE THAN 30 PATIENTS [2] 

WAITING PERIOD (CLASS) 

• 0-30 MINUTES [CLASS 1] 

• 30-60 MINUTES [CLASS 2] 

• 60-90 MINUTES [CLASS 3] 

 

 

 

The data was obtained from patients who received treatment at the Klinik 

Kesihatan Alor Gajah dental clinic in 2018 and 2019. The dataset for this project 

contains a total of 15835 instances and includes patient information such as 

registration number, appointment time, gender, patient type, referring doctor, 

treatments, and payment details, which are recorded in Microsoft Excel. The system 

is designed to calculate the waiting time of patients and record their time of arrival 

and departure based on whether they have an appointment or are walk-ins. The 

collected data will be analyzed based on various parameters that influence the waiting 

time of patients before receiving treatment.  

 

Before performing feature selection, pre-processing data is a crucial step in 

identifying and correcting errors in the raw dataset that can negatively impact a 

predictive model. The errors can be of various types, including columns with 

insufficient information and duplicated rows. For instance, if the dataset is in a text-

based format, it needs to be converted into a numerical value to enable clear 

comprehension by the computer program. Neglecting to address these errors at an 

early stage can lead to flawed pattern learning and introduce inaccuracies in the model. 

Initially, before the pre-processing data, the datasets allocated a number of 84 columns 
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with 29 features collected referring to Figure 3-3. As per Figure 3-4 and Figure 3-5, it 

shows the pre-processing data and final dataset after pre-processing and data cleaning 

were performed. As a result, the dataset was developed into 1000 rows (Instances) and 

12 columns (Features).  

 

 



 

 

 

 

 

Figure 3-2:Original data allocated from Klinik Kesihatan Alor Gajah 
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Figure 3-3: The pre-processing data. 

 

Figure 3-4: The final Dataset after pre-processing data and data cleaning.
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3.4 Split data into training and testing 

Overfitting in machine learning is essential for unbiased the evaluation of 

prediction performance. Generally, by training and testing the data, machine learning 

will acknowledge the model how to behave. On the other hand, data splitting is also 

developed to amplify database manageability and to enhance query processing 

performance [20]. The collected data were split into training and testing dataset in 

accordance with Figure 3-6.  

The testing datasets were used to measure the accuracy and precision of the 

developed training model meanwhile the training datasets were used to develop model 

by estimating different parameters. In order to develop the feature selection and 

analyze the accuracy of the selected feature using prediction model, 70% out of 1000 

data were developed into training datasets meanwhile the rest 30% data out of 1000 

data were utilized to evaluate the decision tree model and predict waiting times.  

 

Figure 3-5 : Splitting dataset into training and testing files. 
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3.5 Dataset Shape in Python 

Initially, the data is created as .csv file format and the file need to be uploaded into 

the Jupyter notebook by navigating on the Jupyter interface homepage. This is because 

this Jupyter Notebook is a cloud-based system operation [21]. Several libraries such 

as pandas, numpy and seaborn have been imported into the notebook. It will reduce 

complexity and simplify the python programming.  

 

Figure 3-6: Importing important libraries into the Jupyter Notebook. 

 

Moreover, the Pandas library is the essential library in python where it needs a 

manipulation data package for analysis and for machine learning elevation. Other than 

that, python packages such as NumPy are also defined to manipulate the arrays which 

in NumPy it consists of matrices and functions for mathematical and algebra.  On the 

other hand, to create figures, and plot an area with figures, the pyplot function is 

implemented along with the matplotlib.pyplot is a set of routines that makes matplotlib 

behave like MATLAB. Another package involved in Matplotlib is the seaborn which 

is used to create statistical visuals. The package is connected to the Pandas data 

structure that is able to visualize, aid with data exploration and comprehension.  Lastly, 

Scikit-Learn is a Python toolkit for implementing machine learning models and 

statistical modelling [22]. It may use scikit-learn to create multiple machine learning 

models for prediction, regression, classification, and clustering. 
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After uploading the dataset file into the cloud, the dataset file address was called 

using the pd.read command. The commands of df.head () are used to present the data 

content, data header, quantity of data, and the description of data. There are five types 

of attributes with 1000 instances in this dataset by referring to Figure 3.8. The dataset 

must not contain any unique object that reflects the lack of a value. 

 

Figure 3-7: Dataset value. 

 

On the other hand, the data.decscribe will present the descriptions of the data set. 

According to Figure 3-9, it display the output from the data.describe function 

meanwhile in Table 2, it explained in detail of the listed description information. 

Table 3-2: List of description. 

Information Description 

Count The number of values that are not empty. 

Mean The mean (average) value. 

Std Denotes the standard deviation. 

Min The smallest value. 

Max The highest possible value. 

25% Denotes the 25% percentile 

50% Denotes the 50% percentile 
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Figure 3-8: Data description 

 

3.6 Develop features selection. 

Basically, feature selection is analyzed to remove irrelevant data. Besides, 

feature selection is the process of selecting a subset of relevant features or variables 

from a larger set of features that will be used to build a predictive model [23]. The 

goal of feature selection is to improve the model's performance by reducing the 

number of irrelevant, redundant, or noisy features that can negatively impact the 

model's accuracy, complexity, and computational cost. Thus, in this task, the data will 

be crystallized to make the prediction more accurate and to improve the performance 

of the model.  

 

3.6.1 Correlation-based feature selection. 

In verifying feature selection, the most relevant features are selected to 

evaluate the correlation between features and the target variable to determine their 

relevance. Thus, in this project, correlation-based feature selection is used to identify 

the relevant features. The data will be labelled with their respective types. Other than 

that, the data selected for analysis were labeled according to their respective types, 

which fell into eight categories. These categories include number of patients waiting, 
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age, gender, ethnicity, yield, officer, category of patients, fast lane, treatment, blood 

pressure, and family history. Data values for each parameter were collected to predict 

the waiting time in the queue. 

In developing feature selection, Jupyterlab is used to develop the feature 

selection. Theoretically, there are few methods involved in developing the correlation-

based feature selections which are Compute Correlation Matrix, determine Highly 

Correlated Features and lastly Select Features [24]. As shown in Figure 3-10, it is the 

coding generated in the Jupyter lab to develop correlation-based feature selection.  

 

 

Figure 3-9: Coding implementation for correlation-based feature selection. 

 

In accordance with Figure 3-10, the mask = np.triu is used to create a mask under 

the correlation matrix to avoid duplicate correlation and the masked_matrix is defined 

to apply the masked onto the coding. On the other hand, the abs_correlation is used 

to get the absolute correlation values for each of the features and the 

sorted_correlation is used to sort the features by the correlation values. The absolute 

correlation value is developed to define the magnitude of the correlation, as the greater 
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the absolute value, the stronger the correlation. Furthermore, the correlation is an 

indicator of statistical significance that describes the interaction between two 

variables. The correlation statistics can be used to either continuous or binary data. 

 

3.6.2 Recursive Feature Elimination. 

To identify the dataset’s key features, recursive feature elimination is implemented 

which the process involves developing a model with the remaining features after 

repeatedly removing the least significant parts until the desired number of features is 

obtained. A filtering method is a common method developed in Recursive feature 

elimination [25]. The features will be evaluated individually, and the most important 

features are selected according to the correlation and mutual information. In this 

project, the recursive feature elimination is developed in Jupyter lab using the python 

languages. The dataset is loaded into the workspace and defined shown in Figure 3-

12.  

 

Figure 3-10: Loading the dataset into the workspace. 

 

Furthermore, to develop recursive feature elimination, the datasets are also 

classified into training and testing sets to evaluate the performance of the feature 

selection. The training set is a subset used to accumulate the feature selection method 

and it also comprises of the relevant of goal variables and the input features. In order 

to determine the relevance of the attributes, the algorithm learns from this training 
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data. On the other hand, the testing set is a distinct section of the initial dataset that is 

utilized to evaluate the effectiveness of the feature selection. It is used to separate the 

dataset to evaluate the likelihood of the selected features to expedite new data. In this 

section, the data is separated into x train, x test, y train and y test. As referred to Figure 

3-13, the train_test_split is clarified with test size 0.3 (30%) from the data.  

 

 

Figure 3-11: Training and testing the dataset. 

 

Next, SelectKBest is defined to extract the best features of the given dataset. 

The SelectKBest method selects the features according to the k highest score. By 

changing the 'score_func' parameter, it can apply the method for the regression data. 

Selecting the best features is an important process when preparing a large dataset for 

training. It helps to eliminate less important parts of the data and reduce training time. 

The implementation of the feature selection is shown in Figure 3-14.  
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Figure 3-12: The development of the recursive feature elimination. 

 

 On the other hand, to eliminate the insignificant features, the algorithm of 

gradient boosting classifier is applied. The algorithm combines the weak learning 

models to achieve powerful predicting model by repeatedly selecting the functions 

that lead to negative gradient or weak hypothesis. This algorithm not only predicts 

continuous target variable, but it could predict the categorical target variable. Plus, in 

the gradient boosting classifier, the desired number of features is defined to make the 

process more accurate.  

So, in this algorithm, the desired number of features could vary at least half from 

the original allocated features, but in this project six features are desired in this 

method.  Moreover, to improve the model robustness, the RepeatedStratifiedKFold is 

applied to control the randomness of the cross-validation. It is also used to remove 

repeated instances to reproduce multiple function call output and improve the 

estimated performance. Besides, a pipeline tool is used which will link all the 

manipulated data to create a pipeline. The coding implementation is present in Figure 

3-15.  
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Figure 3-13: Applying Gradient Boosting Classifier algorithm into the data 

set. 

 

In modelling process, pipeline is a structured and systematic in the analysis that 

helps in sequencing and automating multiple steps of machine learning. This is to 

ensure consistency and reproducibility workflow. Pipeline is also involved in data pre-

processing and model training. In terms of recursive feature elimination, Pipeline is 

involved in feature elimination process by eliminating insignificant features in the 

dataset. This results in a more organized and facilitated process with different 

configurations.  

Other than that, ranking the features is one of the processes in developing recursive 

feature elimination that involves using the feature importance or coefficients. So, the 

features are ranked according to their importance meanwhile the least important 

features will be eliminated from the data set. The ranking feature and the ranking 

scores are developed as shown in Figure 3-16. This continuous process will be 

implemented until the desired number of features is accomplished.  

 

Figure 3-14:  Recursive feature ranking applied to the Data set. 
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3.6.3 Sequential Feature Selection 

The sequential Feature Selection is performed by constantly importing and 

eliminating features from the dataset to enhance the performance of the prediction 

model. Initially, the selector of the predictive model will define the number of features 

to select, the imprecision of the improvement and the scoring metric. The scoring 

measure is used to evaluate the model on the training set. The allocated features that 

elevate the model’s cross validation score the most is added to the selected features 

set meanwhile the features that declines the model’s cross validation score the least is 

eliminated, whichever delivers the most improvement in the scoring metric.  

In this project, the Sequential Feature Selection is developed in Jupyter lab 

notebook using python programming. Initially, the import matplotlib.pyplot as plt is 

described so that the matplotlib will perform as MATLAB. Based on Figure 3-17, the 

necessary libraries are also imported for instance pandas and numpy.  

 

 

Figure 3-15: Preparation of Dataset to develop sequential feature selection. 

 

In addition, the columns of the data are defined to return index object or to represent 

the names of the columns in the Dataset. So, in selecting the best features in the Dataset 

using Sequential Feature Selection, the KNeighborClassifier is used based on 

choosing the nearest k-neighbors of the target point. It also provides functionality for 
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unsupervised and supervised data which will not make any assumption on underlying 

data. The algorithm also will store the trained data and will classify the new data into 

a category that is much similar to the trained data.  

Other than that, the StandardScaler is also defined to standardize the features by 

subtracting the mean and scaling the features into unit variance by dividing all the 

values with standard deviation. As a result, the selected features in performed in an 

independent way. After the data is split into training and testing size, the data is 

transformed and fitted into the StandardScaler algorithm so that it can estimate the 

empirical mean and standard deviation. The coding implementation is presented in 

Figure 3-18.  

 

Figure 3-16: Applying Standard Scaler algorithm into the data.  

 

Additionally, in selecting the best features using sequential feature selection is 

specify the number of features to select. In this project, the SequentialFeatureSelector 

algorithm is used to select the best features based on the cross-validation score and the 

best single feature with the highest score will be determined. In every stage, this 
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selector will remove the lowest cross-validation score to form a feature subset. 

Predominantly, through the addition of further features that have no impact on the 

criteria, features are gradually added to an empty feature set. 

 

 

Figure 3-17: Implementation of Sequential feature selector into the data set. 

 

Furthermore, in inspecting the result the metric_dict is generated to provide 

metadata into the tensorboard. The key-value of the corresponding value in 

metric_dict is also generated for evaluating and sampling all features in a specified 

range. Based on Figure 3-20, the metric_dict is evaluated in a range of values or 

confidence intervals of 0.95 or 95% confidence intervals so that 95% probability falls 

within the range.  

 

Figure 3-18: Establish metrics computation into the model. 
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3.7 Develop predictive model. 

In model development, numerous types of machine learning are trained and 

compared. In this project, decision tree and logistic regression is the systematic 

approach in building and optimizing the model. On the other hand, causal explanations 

are used to evaluate which features are more predictive. So, the Python library Scikit-

learn is utilized in Machine Learning where the numerical and categorized data can be 

used.  

3.7.1 Decision Tree Model 

The process of designing a Decision Tree model, the architecture prediction is 

initialized to the clf with a maximum depth of 3 and a random state of 240. The max 

depth option controls the maximum depth of the tree. This operation is to make sure 

there will not be any overfitting. The random state parameter ensures that the findings 

may be reproduced in further studies. The algorithm will now be fitted to the practice 

data. 

Based on Figure 3-21, the Decision Tree was built from the imported training 

dataset and declared as a model. The most important feature is the ability to extract 

descriptive information useful for making decisions from the data given. A decision 

tree can be built with the data in a training or testing set. Based on Figure 3-21, the 

train_test_split function is used to train the models and shuffles the dataset into 

training and testing size. The test_size parameter is the proportion from the original of 

the dataset which it is define to 0.3 (30%) from the data is utilized for testing the 

model.  
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Figure 3-19: Development of decision tree predictive model. 

 

3.7.2 Logistic Regression model. 

Analyzing the relationship between dependent variables and independent variables 

involved a statistical method of logistic regression. The regression analysis consists of 

two possible outcomes which should be in binary for the dependent variables. Logistic 

regression aims to discover the optimal model that can forecast the likelihood of a 

categorical outcome based on independent variable values. The linear combination of 

independent variables is converted into probability estimates between 0 and 1 utilizing 

this function, with coefficients computed via maximum likelihood estimation. As 

referred to Figure 3-22, it shows the coding implementation in developing the logistic 

regression predictive model.  

 

Figure 3-20: Development of the Logistic Regression predictive model. 
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By using a dataset with known outcomes, the logistic regression model is trained. 

During this process, coefficients that maximize the likelihood of observed outcomes 

are estimated meanwhile optimization techniques such as gradient descent are 

commonly used to accomplish this. Having completed training, it could anticipate 

probability results for observations belonging to positive classes and determine 

whether an observation exceeds or falls below specific threshold. The features that are 

above the threshold are classified as positives and the features that are not reaching 

the threshold considered negatives. 

 

3.7.3 Comprehensive Analysis 

In addition, to develop a well-rounded evaluation of the model performance, 

accuracy, precision, and recall is necessary. The accuracy provides the ratio of 

correctly predicted instances, precision assess the model’s ability and recall evaluates 

the capacity of all identified instances. Balancing the trade-off from the imbalanced 

datasets, this comprehensive analysis is needed to enhance the model interpretability 

and ensure that the selected features are optimized according to desired goals. This 

comprehensive analysis also provides valuable insights into the model's behavior, 

contributing to informed decision-making in the feature selection process. Based on 

Figure 3-23 and Figure 3-24, it shows the implementation of the comprehensive 

analysis of the training and testing dataset of the selected features.   
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Figure 3-21: Implementation of comprehensive analysis of testing dataset. 

 

Figure 3-22: Implementation of comprehensive analysis of training dataset. 

  

It is crucial to create a comprehensive evaluation of prediction patient waiting time 

by considering metrics like accuracy, precision, recall and F1 score in order to obtain 

an intricate view on the performance of a model. Even though accuracy serves as a 

commonly utilized metric, its usability may be limited particularly when dealing with 

datasets that lack balance between different classes.  Generally, the metric 'precision' 

denotes the proportion of actual positive predictions in relation to predicted positives, 

indicating how accurately a model can detect important features [26]. On the other 

hand, recall divided by total actual positives illuminates the capacity of the model to 

capture all such instances. A combined measure known as F1 score utilizes precision 

and recall through their harmonic mean with consideration given also to false 

negatives and false positives, thereby providing more robust evaluation across metrics 

that assess both precision and recall simultaneously. 
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3.8 Development of Web application for waiting time prediction 

After the feature selection and the accuracy of the prediction model were 

developed, a prediction waiting time was generated using Visual Studio Code (VSC) 

written in Python language and HyperText Markup Language (html). Basically, the 

markup language is displayed into the web browser for instance into Microsoft edge 

or Google Chrome. However, in this project the web browser used is Microsoft edge 

because it is more compatibility than google chrome since different web browsers have 

different levels of support to web technologies.    

Moreover, after the prediction model is analyzed using primary features and 

selected features, the prediction model is converted into pickle file type. This is 

because pickle file is very flexible, in which different variables can be saved into 

pickle file and the file can be loaded back with different python session. The prediction 

model in pickle file is then downloaded from the Jupyterlab Notebook and imported 

into Visual Studio Code as referred to Figure 3-25.  

 

Figure 3-23: Convert prediction model into Pickle file. 

 

In general, Visual Studio Code software is a platform where the interface is 

designed including debugging and task execution. It strives to give only the tools 

required for a speedy code-build-debug cycle, leaving more sophisticated workflows 
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out [27]. In accordance with Figure 3-25, there are several tools imported into the 

Visual studio code’s editor. Several types of libraries need to be installed to run the 

command, for instance import pickle and XGBClassifier. Table 3 explains in detail 

each library function in developing the web application.  

 

Table 3-3: Library function of web application. 

Type of Library Description 

Pickle Pickle is a Python object serializer and de-serializer, commonly 

known as marshalling or flattening. Serialization is the process 

of transforming a memory item to a byte stream that may be 

saved on a disc or sent over a network 

XGBClassifier Tools to allocate gradient-boosted decision tree for regression 

and ranking matter. It also optimizes the machine learning 

model.  

 

Furthermore, to create the web interface, a predict waiting time function needs to 

be define in JavaScript. Basically, JavaScript is created to embed it directly to HTML 

pages. So in order to access the elements, the getElementById() function is used to 

correspond the return value elements. After that, it will load the predicted model in 

pickle file into the waitingTimePrediction function and the model will be retrieved 

into getElementById(). As referred to Figure 3-26, it shows the coding implementation 

in the Visual Studio Code. On the other hand, Figure 3-27 presents the coding 

implementation to develop a web page layout using html file.  
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Figure 3-24: Embedded function from pickle file into VS Code. 

 

 

Figure 3-25: Creating web page layout. 
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CHAPTER 4  

RESULT AND DISCUSSION 

This chapter will go through the results from the preceding methodology part. To 

show the efficacy of the machine learning model, all gathered results will be presented 

in the form of a graph and an image. The accuracy and precision of each model will 

be thoroughly discussed and assessed. This section's findings will be used to examine 

the project's objectives. 
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4.1 Feature Selection 

4.1.1 Correlation-based Feature Selection 

The Correlation-based Feature Selection in predicting waiting time in Dental Clinic 

was successfully developed in Colab Jupyter Notebook. According to Figure 4-1, it 

describes the python program to develop Correlation based feature selection method. 

High correlation features are more linearly dependent and have approximately the 

same influence on the dependent variable. Thus, when two features contained high 

correlation features, the lower correlation can be dropped in the model. 

 

Figure 4-1: Number of selected features using correlation-based feature 

selection. 

 

In accordance with Figure 4-1, the selected features are number of patients waiting, 

frequent, treatment, category of patients and age. Plus, category of patients and age 

have the highest correlation between other features. Identification of redundancy is 

denoted by high correlation and enhance interpretability simultaneously. On the other 

hand, the lowest correlation relies between officer and blood pressure which results in 

eliminating the features. This is because by eliminating the lowest correlation, it could 

improve the model performance. Hence, by developing feature selection using 

correlation-based feature selection, the 5 highest correlations are selected out of 12 
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original features. The relationship between the features is interpreted and identified 

using the heatmap correlation matrix as shown in Figure 4-2. 

 

Figure 4-2: Correlation Matrix Heatmap 

 

According to Figure 4-2, the correlation heatmap involves interpreting the color-

coded matrix of the correlation coefficients between the features. In a heatmap, each 

cell corresponds to the correlation strength between the respective pair of variables, 

with colors ranging. For instance, the darkest blue in the category of patients indicates 

a strong positive correlation and the fare green in the family history indicates a strong 

negative correlation. A positive correlation suggests that as one variable increases, the 

other tends to increase as well, while a negative correlation indicates an inverse 

relationship. This shows that the features of category of patients and family history 

developed negative correlation. Thus, the intensity of the color reflects the strength of 

the correlation. 
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Figure 4-3: Accuracy of the correlation-based model. 

 

As indicated in Figure 4-3, the selected features are trained and fitted into the 

model. The output shows that the accuracy of the testing model is 0.785 which 

approximately 78.5% meanwhile the accuracy of the training model is 0.732 that 

approximately 73.2%.  The percentage accuracy represents the correctly predicted 

features and instances on the training and testing dataset. The testing accuracy shows 

that the model performed well in learning the patterns as the testing model has 

indicated the underlying pattern in the testing set. On the other hand, the training 

accuracy shows that the model performed well in generalizing the unseen data 

although there is a small significant difference between training and testing.   

 

4.1.2 Recursive Feature Elimination 

Recursive Feature Elimination (RFE) is a feature selection that will fits a model 

and eliminate the inadequate feature until the desired features are achieved [28]. The 

RFE needs a certain number of characteristics to be retained so cross-validation is used 
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to score several feature subsets and the top scoring is picked to determine the optimal 

number of features. The RFECV visualizer depicts the number of features in the model 

as well as the cross-validated test score and variability. Initially, the algorithm will fit 

into the primary features and performed statistical analysis for instance accuracy or 

other relevant analysis.  Along with that, the algorithm will rank the features based on 

the significance scores. In accordance with Figure 4-4, it displays the selected features 

from the recursive ranking method.  

 

 

Figure 4-4: Recursive Feature Elimination command 

 

In this project, the method of recursive feature elimination was chosen because the 

method could enhance in reducing the complexity of the trained model. It improves 

the training speed and intelligence. In addition, the trained model could produce noise 

from insignificant features. So, the recursive feature elimination method may possibly 

remove the unnecessary noise that leads to model regularization and restrain the 

overfitting. Then, the least significant features will be eliminated in the feature 
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elimination process. Lastly, it will refit the model with only important features and a 

comprehensive analysis will be conducted to the refit model. In accordance with 

Figure 4-5, the GradientBoostingClassifier command is used as a functional gradient 

algorithm that will repeatedly selects a less functional features. This command also 

combines deficient learning models to produce a dominant predicting model. 

 

 

Figure 4-5: Accuracy of the Recursive Feature Elimination model. 

 

In accordance with Figure 4-5, the training accuracy indicates 87.64% meanwhile 

the testing accuracy indicates 87.41%. This shows that during the feature elimination 

process, the model achieved a high level of accuracy by training the dataset. On the 

other hand, by reducing the set of features, it maintains the predictive power and 

avoids overfitting by testing the dataset. Plus, it shows that the recursive feature 

elimination is effectively demonstrated. In conclusion, using the 

repeatedStratifiedKFold enhances the reliability of the training and testing accuracy 

by repeatedly shuffling and splitting the data to improve robust assessment of the 

model’s performance.  
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Figure 4-6: Correlation matrix heatmap 

 

On the other hand, Figure 4-6 depict the correlation matrix heatmap. The heatmap 

provides an intuitive visual representation of the relationships between features. Other 

than that, Multicollinearity occurs when two or more features in a dataset are highly 

correlated, which can negatively impact the model's performance and the 

interpretability of feature importance. The heatmap correlation allows you to visualize 

these correlations and make informed decisions about which features to retain or 

eliminate. 
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4.1.3 Sequential Feature Selection 

Theoretically, in improving the performance of the sequential feature selection 

model, a greedy algorithm that removes or adds based on the features contribution in 

the dataset is compulsory. Evaluating the predictive model with the selected features 

and asses it improves the model accuracy is one of the processes in analyzing the 

model performance. In this method, a sequential feature selector is utilized for the 

interpretation and clarification of the features. In accordance with Figure 4-7, the 

output displays the selected features which are gender, fast lane, treatment, category 

of patients and class.  

 

 

Figure 4-7:  Number of selected features using sequential feature selection. 

 

Moreover, the selected features are trained and transformed into the sequential 

feature selector in terms of training and testing size. As referred to Figure 4-8, the 

training accuracy indicates 93% performance of the model meanwhile the testing 

accuracy indicates about 87% performance of the model. The training set is highly 

relative to the degree of accuracy and the model has developed the pattern and 

relationship between the training and testing set.  
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Aside from that, it is also crucial to determine whether the model is overfitting the 

training data even if the training accuracy is desirable. Noise or other specific 

characteristics that are well to unseen is one of the causes of overfitting the data. Apart 

from that, the test accuracy reflects on the model’s performance that provides 

estimation of how well it trained to unseen features. The fact that the test accuracy is 

slightly lower than the training accuracy is common and expected. A small drop in 

accuracy is acceptable and can be attributed to the model's ability to generalize 

patterns learned during training to new instances. 

 

 

Figure 4-8: The accuracy of the sequential model. 

 

To achieve robust and reliable model performance, complexity and generalization 

are necessary for training and testing the datasets. In accordance with the result, it 

shows that the model performed well in learning the patterns and it correctly predicted 

the outcome of the selected features. On the other hand, the testing accuracy shows 

that the model performed well in generalizing the unseen data although there is a small 

significant difference between training and testing.  
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Figure 4-9: Feature index of the sequential model. 

 

In accordance with Figure 4-9, every feature index is evaluated into a few statistical 

algorithms to assess the reliability and stability performance of selected features. The 

statistical algorithms are cross validation, standard deviation, and standard error. 

Theoretically, cross validation helps in assessing the selected features perform on the 

unseen data and it reduces the overfitting. Aside from that, the amount of dispersion 

is measured using standard deviation where it helps in quantifying the stability of the 

selected features across multiple iterations. Features with small standard deviation are 

highly consistent and relevant. Plus, the variability of a sample statistic is measured 

using the standard error. This algorithm will quantify the uncertainty and terminate 

the repetition of selected features in the analysis. The lower the standard error, the 

higher the confidence in the reliability of the selected features.  

 

Table 4-1: Statistical algorithm applied to the selected features. 

Statistical 

Algorithm 

Average score Cross-

Validation 

Standard 

Deviation 

Standard Error 

Score 0.8916 0.0887 0.0690 0.0345 
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In proportion with Figure 4-9, the cross validation of the selected features is 

0.0887 which performed consistently across various selected features meanwhile the 

standard deviation indicates 0.0690 in the performance. The lower the standard 

deviation, the more selected features performance are highly consistent. The standard 

error conveyed an error of 0.0345 which resulted in the average performance from the 

cross-validation score. Thus, the lower the standard error, the higher the accuracy of 

the estimated mean performance. This feature selection process shows a stable result 

and reliable set of selected features.  

 

Figure 4-10: The performance of the selected features. 

 

Based on Figure 4-10, it represents the heatmap correlation of the Sequential 

Feature Selection. The correlation heatmap can guide the exploration of feature 

subsets more efficiently. By considering both the relevance of individual features and 

their inter-feature relationships, SFS can be more effective in finding a subset that 

contributes to model performance without unnecessary redundancy. Understanding 

the correlation between features aids in making informed decisions during the 

sequential feature selection process. It provides insights into the relationships among 

variables, contributing to the overall interpretability of the selected feature subset.  
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4.2 Analyze the accuracy performance of the feature selection method. 

Evaluating the effectiveness of the feature selection with different methods is 

consequential in discovering the most effective approach evolving the dataset’s 

characteristics, modelling goal and computational considerations. This evaluation 

helps in developing high accuracy, and robust across various settings. Comparing 

correlation-based feature selection, recursive feature elimination, and sequential 

feature selection provides insights into their strengths and limitations. Correlation-

based feature selection is simple and quick, relying on feature-target relationships. 

Recursive Feature Elimination is iteratively eliminating features, accommodating 

complex relationships but may be computationally intensive. Sequential Feature 

Selection balances model complexity and generalization.  

 

 

Figure 4-11: Performance accuracy of different feature selection methods. 

 

As indicated in Figure 4-11, it presents the comparison of the accuracy performance 

with different feature selection methods. As referred to Correlation-based feature 
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selection graph, the training accuracy is 78.5% meanwhile the testing accuracy is 

73.2%. This shows moderate accuracy with a relevant feature. However, with 

moderate accuracy, it might be caused by limitations and less reliability in handling 

complex relationships. Apart from that, the training and testing accuracy for recursive 

feature elimination are 87.64% and 87.42% respectively.  

As a comparison, recursive feature elimination indicates lower accuracy than 

correlation-based feature selection. This might be caused by challenges in seeking an 

optimal subset of features or computationally intensive in refining the model. 

However, the last method is developed with strong performance, that is sequential 

feature selection with 92.99% training accuracy and 87.69% testing accuracy. This 

indicates the effectiveness of the feature selection even the presence of slight drop 

between training and testing accuracy. Hence, the sequential feature selection denotes 

robust performances with effective feature selection.  

Other than that, every selected feature from every feature selection method is 

developed in a different method. For instance, the selected features from sequential 

feature selection method are analyzed using the correlation-based feature selection 

method. The result is presented in the table below. In accordance with Table 5, CFS 

stands for Correlation-based Feature Selection, RFE stands for Recursive Feature 

Elimination and SFS stands for Sequential Feature Selection.  
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Table 4-2: Analyzing the selected features with different feature selection 

methods. 

Features CFS RFE SFS 

Method Training 

(%) 

Testing 

(%) 

Training 

(%) 

Testing 

(%) 

Training 

(%) 

Testing 

(%) 

CFS 78.50 73.20 76.30 73.30 87.20 78.5 

RFE 89.90 88.97 87.64 87.42 88.78 89.67 

SFS 88.33 81.54 89.88 86.15 92.99 87.69 

 

As a comparison between the selected features with different feature selection 

method, the Sequential feature selection method has manifested the model’s 

performance whereas with different selected features, the accuracy of the training and 

testing size were still highest than other feature selection methods. This is because 

sequential feature selection could accommodate with non-linear relationships with the 

iterative model evaluation, and it is also a model-dependent that allows flexibility in 

choosing the model. Thus, sequential feature selection is the most suitable approach 

in developing feature selection in predicting patient’s waiting time in clinic.  

 

4.3 Develop predictive model. 

To optimize the performance of the predictive model, it is subjected to training, 

evaluation and hyperparameters fine-tuning. Its ability to work with new instances is 

ensured through thorough validation on a separate test data set. Transparency in terms 

of interpretability and explanation of predictions are crucial aspects during 

development as well as accurate documentation regarding capabilities and limitations 



62 

 

throughout the process helps create reliable models that make an impact across 

different domains. With continuous monitoring post-deployment along with iterative 

improvements towards sustained accuracy lends value for creating impactful 

predictive solutions into production environments. In this project, decision tree and 

logistic regression is the systematic approach in building and optimizing the model. 

 

4.3.1 Decision Tree Model 

The decision tree model is developed in JupyterLab notebook. The selected features 

with the highest accuracy are applied into the predictive model. As discussed, the 

selected features from the sequential feature selection consist of the highest accuracy. 

Thus, it is analyzed into the predictive model.  In this part, the selected features are 

trained into decision tree model and the performance of the model will be analyzed 

and compared using all primary features and selected features. Figure 4-12 shows the 

predictive model’s accuracy in training and testing dataset. The training accuracy 

indicates 99.55% meanwhile the testing accuracy is 86.59%. This shows that the 

decision tree model has learned the patterns of the training data effectively rather than 

testing the data is performed on an unseen dataset.  
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Figure 4-12: Accuracy of the Decision tree model. 

 

Evaluating and contrasting the effectiveness of a forecast model utilizing all 

features versus selected features is critical in enhancing its efficiency, and adaptability. 

Thus, understanding their performance establishes an initial appraisal of their 

capabilities. On the other hand, models with selected features aim to enhance efficacy 

by concentrating on significant variables while boosting interpretability and 

adaptivity. According to Table 6, it presents the performance comparison of the 

prediction model using primary features and selected features.  

 

Table 4-3: Performance comparison between primary and selected features. 

Features Training Testing 

Primary features 99.44% 98.23% 

Selected Features 99.55% 86.60% 
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In accordance with Table 6, the primary features indicate 99.44% accuracy for the 

training set meanwhile the selected features indicate 99.55% accuracy. This shows 

that the selected features were successfully trained using the decision tree predictive 

model by improved accuracy score.  

 

4.3.2 Logistic Regression Model 

To optimize model efficiency and interpretability, it is important to analyze and 

compare the performance of a logistic regression predictive model that uses all 

features versus one with only selected features. While using all available variables 

may lead to overfitting, increased complexity, and challenges in interpretation; 

assessing its performance provides a baseline understanding. Conversely, selecting 

specific informative variables aims at improving efficiency while promoting an 

interpretable simplified model. 

 Moreover, by comparing both models through logistic regression analysis can 

reveal the impact of feature selection on predictive accuracy as well as evaluate trade-

offs between complexity vs interpretabilities. This helps determine how effectively 

each generalized new data applications. Consequently, conducting such analysis 

enables informed decision-making about which feature-selection approaches are best 

suited for purposes resulting in more effective models for any given situation.  
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Figure 4-13: Accuracy of the Logistic regression predictive model. 

 

According to Figure 4-13, it presented the accuracy of the logistic regression model 

for testing and training size. As referred to the accuracy score, the training accuracy 

indicates 88.44% meanwhile the testing accuracy indicates 82.47%. Basically, the 

training accuracy represents the model’s performance meanwhile the testing accuracy 

represents model’s generalization to unseen data. As a result, the training accuracy 

and testing accuracy have positive proximity whereas the trained model reasonably 

well in generalization. However, the testing and training accuracy are not an 

exceptional performance due to lower accuracy than the accuracy of decision tree 

model. On the other hand, to make the model more plausible, it is compared between 

the primary and selected features.  

Table 4-4: Performance comparison between primary and selected features. 

Features Training Testing 

Primary features 88.00% 83.51% 

Selected Features 88.44% 82.47% 
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In accordance with Table 7, the primary features indicate 88% accuracy for the 

training set meanwhile the selected features indicate 88.44% accuracy. This shows 

that the selected features were effectively trained using the logistic regression 

predictive model. 

 

4.3.3 Comprehensive Analysis 

Incomplete analysis of the selected features and prediction model could lead to a 

misleading and incomplete picture of the model’s performance. So, comprehensive 

analysis is crucial to complete the evaluation of the predictive model along with 

selecting the most desirable predictive model. As discussed in Predictive model, 

decision tree and logistic regression are developed to analyze and compare the 

performance of the predictive model using primary features and selected features. 

Thus, comprehensive analysis is developed for both predictive models. According to 

Figure 4-14, it shows the comprehensive analysis for the logistic regression predictive 

model. 

 

Figure 4-14: Comprehensive analysis in logistic regression predictive model. 
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From logistic regression predictive model, compelling patterns emerge while 

comparing outcomes from both training and testing phases. The training analysis 

indicates precision at 89.30%, recall scoring in at 95.98% and F1 score reach up till 

92.52%. This shows that the model’s performance predicts new data precisely as well 

as achieving prodigious results making it highly effective. Alternatively, the testing 

outcomes exhibit a precision of 86.25%, recall value of 93.24%, F1 score rating of 

89.61%. 

These statistics are indicative of the model's aptitude in handling its specific dataset. 

The logistic regression model demonstrates outstanding precision, recall and F1 score 

in both training and testing outcomes. This indicates that the model strikes an 

appropriate equilibrium between accurately recognizing positive instances while 

capturing all of them effectively. Furthermore, since F1 score offers a comprehensive 

measure by considering both precision as well as recall through harmonic mean 

calculation, it portrays remarkable robustness regarding performance assessment 

under varied contexts. 

 

Figure 4-15: Comprehensive analysis in decision tree predictive model. 
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According to Figure 4-15, it shows the comprehensive analysis for the decision tree 

predictive model. From the decision tree predictive model, compelling patterns 

emerge while comparing outcomes from both training and testing phases. The testing 

analysis indicates precision at 90.66%, recall scoring in at 91.89% and F1 score reach 

up to 91.28%. Alternatively, the training outcomes exhibit a precision of 100%, recall 

value of 99.43%, F1 score rating of 99.71%. Despite the drop of accomplishment, the 

high precision recall F1 score obtained during testing phase indicates that there are 

remains relatively balanced ability by the decision tree model. Evaluating precision, 

recall and F1 score indicates that decision tree predictive model is excessively high 

performance considering the potential of reducing the overfitting. To make a clear 

comparison for the comprehensive analysis, Table 8 is implemented. 

 

Table 4-5: Comparison of the comprehensive analysis. 

Predictive 

Model 

Decision Tree Logistic Regression 

Training Testing Training Testing 

Accuracy 99.56% 86.59% 88.44% 82.47% 

Precision 100% 90.67% 89.30% 86.25% 

Recall 99.43% 91.90% 95.98% 93.24% 

F1 score 99.72% 91.28% 92.52% 89.61% 

 

Upon comparison of the logistic regression model and decision tree model, the 

decision tree model achieves a better balance between training and testing 

performance. This is evident in its high accuracy levels, precision rates, recall scores 

as well as F1 score across both datasets. On the other hand, although having impressive 
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training metrics may seem promising for the logistic regression model but it faces 

hurdles when maintaining optimal results on new data due to overfitting issues. 

To sum up, after the comparison between models, it can be stated that decision tree 

model emerges as an enhanced and better generalizing predictive model. Its 

performance on both training and testing datasets is well-proportioned indicating 

adaptability for real-world applications. Even though further improvement with 

regularization techniques could benefit both models but decision tree model seems to 

be a more encouraging option for practical deployment since it provides better balance 

of training and testing efficiency. 

 

4.4 Waiting Time Prediction using Developed Web Application Interface.  

The decision tree predictive model has the potential in enhancing the efficiency of 

the waiting time prediction. By developing the web application interface, an intuitive 

design magnifies the user’s accessibility. Plus, the web application serves as a user-

friendly platform for the administrator to enter relevant parameters, for instance 

number of patients waiting, type of treatment and fast lane. This web application also 

helps the patients in contemplating their expected time to get the treatment. The 

interface layout is presented in Figure 4-16.   
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Figure 4-16: Web Application Interface. 

 

4.5 Testing web application to predict Waiting Time. 

The developed web application is tested before distributing to the clinics to ensure 

the usability and the effectiveness of the systems. In accordance with Table 9, it 

presents the predicted output using decision tree model. Testing the web application 

helps in verifying the accuracy of the model generated by the application so that the 

predictive model works as expected. So, in the first test along with Figure 4-17, it is 

referred to the first row of the predicted output using decision tree model whereas the 

input for number of patients waiting is 1, the type of treatment is 2 which is scaling, 

fast lane is 1 represents female below 60, and category of patients is 7 represents adult. 

The predicted output displays 0 minute to 30 minutes which is in Class 1. This shows 

that the web application is trained effectively.  

However, to assess better functionality, the second test is implemented according 

to the second in the table. The input data for the second test are number of patients 
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waiting is 3, fast lane is 1 represents female below 60, type of treatment is 5 which is 

Fluoride vanish treatment and lastly category of patients is 7 represent adult. As 

indicated in Figure 4-18, the predicted output displays 30 minutes to 60 minutes which 

is in Class 2. The predicted output from the web application is simultaneously with 

the predicted output from the decision tree model.   

 

Table 4-6: The predicted output using decision tree model. 

Number of 

patients waiting 

Fast 

Lane 

Type of 

Treatment 

Category of 

patients 

Class 

(Primary) 

Class 

(Predicted) 

1 1 2 7 1 1 

3 1 5 7 2 2 

2 4 1 8 3 3 

 

 

Figure 4-17: Example input data Class 1 
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Figure 4-18: Example input data Class 2  

 

 

 Figure 4-19: Example input data Class 3  
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4.6 Environmental and Sustainability.  

Predominantly, environmental and sustainability have a wide impact of healthcare 

whether on the environment or community. In this project, feature selection is 

developed to create efficient and streamlined administrative processes. By 

implementing the web application in patient registration, it can significantly reduce 

paper usage and contributes more to environmental and sustainability. Other than that, 

predicting patient waiting times in clinic indicates to more energy-efficient clinic 

design whereas long wait times result to more operational hours. By accurately 

predicting the waiting times, the operating hours of the clinics can be optimized 

leading to more energy-efficient in term of power consumption such as lighting and 

cooling system.  

Besides, developing feature selection in predicting patient waiting times leads to 

sustainable data storage and management. Basically, processing large datasets is 

involved in feature selection. So, by accomplishing a solution on sustainable data 

storage, it can be more energy-efficient compared to traditional on-premises servers 

that contributes to overall sustainability efforts. However, not forgetting the remote 

collaboration tools for feature selection can reduce physical meetings which promotes 

a sustainable approach by lowering transportation usage.  

Finally, feature selection in predicting patient waiting times is also related to 

Sustainable Development Goals number 3 which is Good-health and well-being. In 

accordance with Veterinaria México and Jean-François Guégan (2023) [29], the 

sustainable development goal number 3 is ensuring healthy life and promoting well-

being for all ages. As the goal plays a vital role in establishing policies for sustainable 

development purposes which frequently results from multiple efforts towards 
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bettering people’s lives. Hence, in this project, feature selection is important in 

enhancing the healthcare system are efficient, responsive, and patient-centered.  

 

4.7 Chapter summary. 

As referred to 4.2 which analyzes the accuracy performance of the feature selection 

metho, the Sequential feature selection method has demonstrated the model's superior 

performance compared to other methods when comparing selected features. Even with 

various selected characteristics, this technique maintains higher training and testing 

size accuracy than alternative approaches due to its ability to adapt non-linear 

connections through iterative modeling evaluation. Additionally, it allows for 

flexibility in selecting models because it is dependent on the model employed. 

Consequently, using sequential feature selection is ideal for predicting a patient's 

waiting time at a clinic by developing effective feature selection techniques. 

From the overall result obtained, this project focused on developing the decision 

tree model in predicting patient waiting times. As referred to Table 8, the decision tree 

model demonstrates superior balance between training and testing performance, with 

high accuracy levels, precision rates, recall scores and F1 score across both datasets. 

In conclusion of the models' comparison, it can be declared that the decision tree is an 

improved predictive model for generalization purposes. Its performance implies its 

adaptability in real-world applications. Although regularization techniques could 

enhance both models further, the decision tree stands out as a more positive option for 

practical deployment by providing better equilibrium of efficiency during training and 

evaluation processes. 
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Other than that, after meticulous examination, the outcome of the testing has been 

deliberated in relation to web application creation. The objective behind crafting this 

particular system is to anticipate patient wait periods using user-entered information. 

A range of examples have been utilized as input data for assessing and analyzing the 

functionality of this web interface. By prioritizing ease-of-use and convenience, 

developers aim to create a more inclusive platform that patrons will enjoy accessing 

with greater comfort levels overall. 
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CHAPTER 5  

CONCLUSION AND FUTURE WORKS 

This chapter will discuss the conclusion and recommendations for the future 

development of this project. 
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5.1 Conclusion. 

In conclusion, the first objective referred to identify the important features in 

predicting patients waiting time in clinics has been effectively achieved by developing 

the sequential feature selection and decision tree predictive model. The 

implementation of sequential feature selection enabled numerous feature 

combinations and selecting the most significant factors in predicting patient waiting 

times. This resulted in efficiency of the predictive model by determining the important 

features that played an important role in discovering the accuracy.  

Other than that, the second objective referred to analyze the accuracy of selected 

features using logistic regression and decision tree. Utilizing logistic regression and 

decision tree predictive model leads to comprehensive analysis of the selected 

features. Logistic regression is a statistical method in machine learning to predict value 

from dependent and independent variables meanwhile decision tree model will make 

predictions based on previous dataset. It offers explicable frameworks and apprehends 

non-linear interactions among the features.  

By employing a blend of sequential feature selection and the decision tree model, 

crucial aspects that affect patient waiting times were detected alongside an exhaustive 

evaluation of their effects. This method's intelligibility allowed for simplified 

comprehension regarding how specific traits led to diversified wait periods leading to 

concrete recommendations aimed towards facilitating better outcomes in healthcare 

practices while catering best care services simultaneously under expert administration. 

The project's goals were achieved through the implementation of a comprehensive 

methodology that incorporated feature selection approaches and predictive modeling 

techniques. The incorporation of logistic regression and decision tree models 
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strengthened the analysis by facilitating an exhaustive investigation into attribute 

relevance and correctness. In general, this approach supports streamlining clinic 

operations by offering a dependable structure for forecasting patient wait times, 

thereby elevating healthcare delivery proficiency while enhancing overall client 

satisfaction in return. 

 

5.2 Future works. 

In this era of rapid IT advancement, the web application design to predict the 

waiting time helps patients with much work in everyday life. The recommendation 

that can be suggested is to make notifications from a web application. Deploy the web 

application publicly after running the software using streamlit command. This can be 

done, which will include all event alerts. Every notice may or may not have a subject. 

The system will notify once it detects 10 minutes before getting the treatment. This 

improvement will alert users to their hospital or clinic appointments.  

This project successfully demonstrated that implementing a machine learning 

model can diversify any circumstance, particularly in healthcare. Moreover, it was 

able to predict the patients waiting time by using the Decision Tree model build. 

However, types of treatments for subcategories of TAMPALAN and CABUTAN were 

not classified while performing pre-processing technique. For future advancement, all 

those subcategories should be included to give more details and accuracy to predict 

the best choice of waiting time. 
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APPENDICES 

Appendix A: Python Code to Build Logistic Regression Model. 
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Appendix B: Python Code to Build Decision Tree Model.  

 

Appendix C: Python Code to Develop Web Application in JavaScript. 
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Appendix D: Python Code to Develop Web Application in HTML. 
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