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ABSTRACT

Web application firewalls (WAFs) are essential for defending web applications
against a variety of online dangers. Traditional WAFs, however, frequently find it
difficult to keep up with the continually changing threat scenario. Deep learning
techniques have been a viable solution to this problem for improving the performance
of WAFs. In-depth research on the use of deep learning in web application firewalls is
presented in this publication. This research explore the fundamentals of deep learning
and its relevance in the context of cybersecurity and WAFs. A detailed analysis of
different deep learning architectures, such as Convolutional Neural Networks (CNNs),
Long Term Short Memory (LSTM), and support vector machines (SVM), is presented
to understand their potential contributions to the WAF's defensive capabilities. Data
preprocessing, feature extraction, and model training are all part of the implementation
phase for integrating deep learning models into the WAF. Given that web application
attack datasets are frequently skewed toward regular traffic, addressing imbalanced
datasets is given special consideration. In order to increase model generalization, a
number of ways to supplement the sparse labeled data are investigated. The results of
this study show that integrating deep learning into WAFs can greatly improve their
security capabilities by efficiently identifying and thwarting a variety of web
application assaults. The outcomes also emphasize the necessity of ongoing model
modification and adaptation to maintain resistance to new dangers. Deep learning is
an appealing solution for the changing landscape of web-based cyber threats even if it
adds more computational cost and has performance trade-offs.
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ABSTRAK

Tembok api aplikasi web (WAF) adalah penting untuk mempertahankan
aplikasi web daripada pelbagai bahaya dalam talian. WAF tradisional, bagaimanapun,
sering mendapati sukar untuk mengikuti senario ancaman yang sentiasa berubah.
Teknik pembelajaran mendalam telah menjadi penyelesaian yang berdaya maju
kepada masalah ini untuk meningkatkan prestasi WAF. Penyelidikan mendalam
tentang penggunaan pembelajaran mendalam dalam tembok api aplikasi web
dibentangkan dalam penerbitan ini. Laporan itu bermula dengan meneroka asas
pembelajaran mendalam dan kaitannya dalam konteks keselamatan siber dan WAF.
Analisis terperinci tentang seni bina pembelajaran mendalam yang berbeza, seperti
Convolutional Neural Networks (CNN), Long Term Short Memory (LSTM) dan
mesin vektor sokongan (SVM), dibentangkan untuk memahami potensi sumbangan
mereka kepada keupayaan pertahanan WAF. Prapemprosesan data, pengekstrakan ciri
dan latihan model adalah sebahagian daripada fasa pelaksanaan untuk menyepadukan
model pembelajaran mendalam ke dalam WAF. Memandangkan set data serangan
aplikasi web sering condong ke arah trafik biasa, menangani set data tidak seimbang
diberi pertimbangan khusus. Untuk meningkatkan generalisasi model, beberapa cara
untuk menambah data berlabel jarang disiasat. Keputusan kajian ini menunjukkan
bahawa penyepaduan pembelajaran mendalam ke dalam WAF boleh meningkatkan
keupayaan keselamatan mereka dengan cekap dengan mengenal pasti dan
menggagalkan pelbagai serangan aplikasi web. Hasilnya juga menekankan keperluan
pengubahsuaian dan penyesuaian model yang berterusan untuk mengekalkan
ketahanan terhadap bahaya baru. Pembelajaran mendalam ialah penyelesaian yang
menarik untuk perubahan landskap ancaman siber berasaskan web walaupun ia
menambahkan lebih banyak kos pengiraan dan mempunyai pertukaran prestasi.
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CHAPTER 1: INTRODUCTION

1.1 Introduction

Web security has become a top priority for businesses as the volume of
sensitive data being shared and kept online keeps growing. To identify and stop
cyberattacks, traditional web security monitoring techniques like rule-based systems
have been widely employed. These systems' weaknesses, however, can result in a high
number of false positives and false negatives, which may risk online security. Rule-
based web security monitoring relies on pre-determined rules and signatures to detect
and prevent attacks. These rules are typically created by security experts and based on
known attack patterns. While this approach is effective in identifying and mitigating
known attacks, it can be limited in identifying new and unknown attacks, which can
lead to false negatives. Additionally, the large number of rules required to cover all
potential attack scenarios can lead to a high rate of false positives, which can
overwhelm security teams and lead to alert fatigue. The limitations of rule-based web
security monitoring create a need for a comprehensive analysis of the effectiveness of
this approach in protecting web applications and data from cyber threats. To encounter

this problem, Deep Leaning-based web security monitoring can be introduced.

1.2 Problem Statement

The limitations of traditional rule-based web security monitoring techniques,
such as high false positive and false negative rates, pose significant risks to online
security as the volume of sensitive data shared and stored online continues to grow.
These systems heavily rely on pre-determined rules and signatures created by security

experts, making them effective in detecting known attacks but limited in identifying



new and unknown threats. Furthermore, the large number of rules required to cover all
potential attack scenarios often leads to a high rate of false positives, overwhelming
security teams and causing alert fatigue. Therefore, there is a critical need to address
these limitations and evaluate the effectiveness of rule-based approaches in protecting
web applications and data from cyber threats. Introducing Deep Learning-based web
security monitoring may offer a potential solution to enhance the detection and

prevention of attacks by leveraging advanced machine learning techniques.
1.3 Project Question

Project question is usually derived from problem statement. It is important to

know the questions to solve the problem statement.

Table 1.1: Table of Project Question

No. Project Question

1 What type of Deep learning algorithm used to identify the malicious packet?

2 How to ensure our system has low error rate?

3 " How can user know the detail of the attack?

1.4 Project Objective

As this project is developed, a number of objectives are being discussed.

Table 1.2: Table of Project Objective

No. Project Objective

1 | Identify the best Deep Learning algorithm can be used for WAF

2 | Implement the highest accuracy Deep Learning model in detecting malicious payloads.

3 | Develop a WAF with dashboard that able to display the attack details.



1.5 Report Organization

The first chapter demonstrates how deep learning may be used to identify
online attacks. This part also contains the issue description, project question, project

aim, project scope, and project contribution.

The second chapter discusses several peer-reviewed studies on implementing
Deep Learning technique on Web Application Firewall (WAF) in identifying web
attack. It covers known WAF categorizing techniques, along with their strengths,
weaknesses, and limits, and also proposed strategies and improvements to existing

techniques.

The methods and strategies used to complete this project are supported in
Chapter 3. To ensure that the given tasks are completed on time, this chapter also

includes a research milestone and a Gantt chart.

Chapter 4 will defines the user interface of the project, the requirement and

along with the design of the system.

For chapter 5, the programming and creation of deep learning algorithms for
web attack detection are the main topics of this chapter. The anticipated outcome of

the system will also be covered in this chapter.

For chapter 6, it will describes about the activities involved in testing phase
of the software, the project outcomes and performance of the Web Application

Firewall system.

Chapter 7 will summarize and wraps up the whole project as well as the
strength and limitations involved. Future enhancement and the contribution of the

project will also be outlined in this chapter.



1.6 Conclusion

In conclusion, the goal of this project is to assist in securing websites from
hackers. Additionally, this project can make it easier for users to identify the attack's

specifics utilizing the dashboard that was created.

The next chapter's literature study will go through research papers on Web

Application Firewalls and their implementation strategies.



CHAPTER 2: LITERATURE REVIEW AND PROJECT METHODOLOGY

2.1 Introduction

This section will assess some relevant studies or articles on the topic of Web
Application Firewall Using Deep Learning. This literature review is based on a few
sources, including journal articles and conference papers. The methods and procedures
used in this study will be described as the research domain. This chapter will also
discuss previous or current methods or procedures, as well as their shortcomings or
constraints. The comparability of earlier research methodologies or techniques will be

covered in this section.

2.2 Web Application Firewall(WAF)

A WAF, or web application firewall, assists in securing online applications by
screening and keeping track of HTTP traffic between a web application and the
Internet. Typically, it defends online applications against threats like SQL injection,
file inclusion, cross-site scripting (XSS), and cross-site forgery. A WAF is not made

to withstand all kinds of attacks; it is a protocol layer 7 defense (in the OSI model).

A WAF operates by examining HTTP traffic between web clients and web
servers, inspecting the content of HTTP requests and responses, and filtering out
malicious traffic that could exploit vulnerabilities in the web application. This can be
done by applying a set of predefined rules or policies to filter out known attack
patterns, or by using machine learning and artificial intelligence techniques to identify

and block new and unknown threats.



A WAF can be deployed as a hardware appliance, a virtual appliance, or as a
cloud-based service. It can be integrated with other security solutions such as intrusion
detection and prevention systems (IDPS) and security information and event
management (SIEM) systems to provide a comprehensive security solution for web

applications.

WAFs are important for businesses that rely on web applications for critical
functions, such as online transactions, customer interactions, and other sensitive
operations. By implementing a WAF, organizations can reduce the risk of data
breaches, protect their reputation, and comply with regulatory requirements for data
security. While a WAF can help to secure web applications, it is important to note that
it is not a silver bullet and must be used in conjunction with other security measures

such as regular vulnerability scans, penetration testing, and secure coding practices.
2.2.1 Cloud -Based WAF

A cloud-based WAF is a quick-deploy, turnkey deployment option that is
affordable and simple to implement. Cloud-based WAFs are typically subscription-
based and have low up-front costs. Cloud-based WAFs have access to regularly
updated threat intelligence and could also provide managed services to assist you in

defining security policies and defending against attacks as they happen.

A cloud-based WAF should ideally give users the choice between in-line and
out-of-path (OOP) service deployment. It is possible to optimise an API-based OOP
deployment for multi-cloud environments, on-premises environments, hybrid

environments, etc. by taking advantage of a number of distinctive advantages.

Cloud-based WAFs have gained popularity among businesses of all kinds,
from large corporations to tiny firms, because they may offer high levels of security

for low upfront expenses and don't require a lot of in-house security experience.

First of all, it is very cost-effective, negating the need for expensive on-
premises hardware and maintenance costs. The setup procedure is streamlined by its
simplicity in deployment and implementation, which requires little initial outlay.

Additionally, it offers constant levels of security, as well as centralized management



and reporting capabilities, assuring consistent security measures across different
environments, making it an effective and affordable option for protecting online

applications.
2.2.2 Software-Based WAF

An alternative to a hardware-based WAF is a software-based WAF. A WAF
that is software-based operates locally (on-premise), in a private cloud, or in a public
cloud as a virtual appliance or an agent. Other WAFs are also available that are made
specifically to be embedded in environments that use containers to host microservices,
like Kubernetes.

Without a hardware device, a software-based WAF is installed on top of a
virtual machine (VM). A virtual machine is an environment where multiple users can
use a computer system at the same time by dividing the system as if there were several

small computer systems.

Particularly when a business has in-house security experience and resources, a
software-based Web Application Firewall (WAF) offers distinct advantages, including
more customization choices. Additionally, compared to hardware-based WAF
solutions, it offers cheaper initial, deployment, and continuing maintenance costs,
making it a cost-effective option for customizing web application security to particular

demands while easing financial concerns.

2.2.3 Hardware-Based WAF

This type of WAF locally installed on a network is a hardware-based WAF,
also referred to as a network-based WAF. Due to the need for maintenance and storage
space, these WAFs are typically the most expensive. Their main goal is to reduce
latency.

Hardware-based WAF have become less and less relevant in recent years as
cloud-based WAF have largely replaced them.





