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ABSTRACT

With the advance of technology, especially in the field of Al, new and recent
threats have emerged called deep fake audio. Instead of using a video to create a
convincing, legit video, this threat only relies on audio. An example of this threat in
action is using it to call for social engineering or to create fake audio propaganda by
broadcasting it on the radio or other streaming services that only use audio as the
bridge. Although this threat only relies on the audio, it can be hard to distinguish
between the real and fake because the listener cannot see the source of the audio or
speaker of the voice. Many previous studies have proposed a novel approach by
using deep learning models, from simple ones like CNN to complex ones like
ResNet and combinations of two or more models. In addition, with the many
approaches proposed by many researchers, it is hard to choose which model can be
used efficiently and easily. By using the dataset provided by ASV Spoof 2019, a
dataset that has been used by many research papers to research deep fake audio, we
investigated three deep learning models: CNN, ResNet, and ResNet+LSTM, and
how to implement those models using the Python language and PyTorch framework.
Out of the three chosen models, the ResNet model has achieved the best performance
against the other two models by using macro-F1 as the measurement of performance.
The CNN model has the lowest performance, and the ResNet+LSTM model
performance is between the CNN model and the ResNet model. Even though the
performance of the ResNet+LSTM model in terms of macro-F1 is lower than that of
the ResNet model, the accuracy when the model predicts the data in the evaluation
dataset is greater than that obtained by the ResNet model because the ResNet+LSTM
model tends to choose the spoof data, which also means that the model needs more
training to be flexible to choose the correct label of data.
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ABSTRAK

Dengan kemajuan teknologi, terutamanya dalam bidang Kecerdasan Buatan
(Al), ancaman baru dan terkini telah muncul yang dikenali sebagai audio palsu
mendalam. Berbeza daripada menggunakan video untuk mencipta video yang
meyakinkan dan sah, ancaman ini hanya bergantung kepada audio. Contoh ancaman
ini dalam tindakan adalah dengan menggunakannya untuk tujuan kejuruteraan sosial
atau mencipta propaganda audio palsu dengan menyiarkannya di radio atau
perkhidmatan streaming lain yang hanya menggunakan audio sebagai penghubung.
Walaupun ancaman ini hanya bergantung kepada audio, ia boleh sukar untuk
membezakan antara yang sebenar dan palsu kerana pendengar tidak dapat melihat
sumber audio atau pembicara suara. Banyak kajian terdahulu telah mencadangkan
pendekatan baharu dengan menggunakan model pembelajaran mendalam, dari yang
ringkas seperti CNN hingga yang kompleks seperti ResNet dan gabungan dua atau
lebih model. Selain itu, dengan banyak pendekatan yang dicadangkan oleh ramai
penyelidik, sukar untuk memilih model yang boleh digunakan secara cekap dan
dengan mudah. Dengan menggunakan dataset yang disediakan oleh ASV Spoof
2019, dataset yang telah digunakan oleh banyak makalah penyelidikan untuk
mengkaji audio palsu mendalam, kami mengkaji tiga model pembelajaran
mendalam: CNN, ResNet, dan ResNet+LSTM, serta bagaimana melaksanakan
model-model tersebut dengan menggunakan bahasa Python dan rangka kerja
PyTorch. Daripada tiga model yang dipilih, model ResNet telah mencapai prestasi
terbaik berbanding dua model lain dengan menggunakan nilai macro-F1 sebagai
ukuran prestasi. Model CNN mempunyai prestasi terendah, dan prestasi model
ResNet+LSTM berada di antara model CNN dan model ResNet. Walaupun prestasi
model ResNet+LSTM dalam hal macro-F1 lebih rendah daripada model ResNet,
ketepatan apabila model meramalkan data dalam dataset penilaian adalah lebih tinggi
daripada yang diperoleh oleh model ResNet kerana model ResNet+LSTM cenderung
memilih data palsu, yang juga bermakna bahawa model memerlukan latihan lebih
banyak untuk menjadi fleksibel dalam memilih label data yang betul.



vii

TABLE OF CONTENTS

PAGE
DECLARATION . .. ..o ottt ettt st te e na e s eneees I
DEDICATION ...ttt e et st et steste e eneeneeeens i
ACKNOWLEDGEMENTS. ...ttt v
ABSTRAC T s bl il oo s s s se s s e e esees e ses s e srnssnssnsseeneas \
ABSTR/ALS—..... 0. .. N............ . ., VI
TABL -SSR sthislmr... ... . . N ... W B Vi
LIST OF SIS ——————— N ... . ... o . o8 ... X1l
LIST OF FIGURES ... e bbb X111
LIST OF ABBREVIATIONS .......oooiiieiee ettt XVII
LIST ORMAVEACHVERESCMN AL MALAYSIA.MELAKA............... XV
CHAPTER 1: INTRODUCTION .....cooiiiiiitsesiieeee et 1
1.1 INEFOAUCTION ...ttt sttt 1
1.2 Problem STatemMeNt.........c.ooii i 2
1.3 ReSearch QUESTION .......ccviiiiiiciee e 2
1.4 RESEArCh ODJECTIVE ....ooiiiiicce e 3
1.5 Research SUMmMAry MatriX .......ccovoiiiiieeiie e 3
1.6 SCOPE OF RESEAICN ... s 3

1.6.1  ReSearch CONTrIDULION ......oeeeeee et 5



1.6.2  Report Organization..........cocceceiererenenisesiseeeesee e 5
1.6.3  Chapter 1: INtrodUCHION.........cccveiiiiieiiecie e 5
1.6.4  Chapter 2: Literature REVIEW.........cccooiiiiiiinieieiee e 5
1.6.5  Chapter 3: Project Methodology........cccccvevueiieiieie i 5
1.6.6  Chapter 4: DESIGN ....ccoiiiiiiiiieieie et 5
1.6.7  Chapter 5: Implementation ............cccccvevieieiieeie e 6
1.6.8  Chapter 6: Testing & ANAIYSIS .......ccooiiiiiiiiieeee e, 6
1.6.9  Chapter 7: CONCIUSION ......ocvviiieeie e 6
1.7 CONCIUSION ...ttt 6
CHAPTER 2: LITERATURE REVIEW........ooiiii e 7
2.1 INEFOTUCTION ...t b et nr e 7
2.2 HISISICCIRURI ... .. BN e . s WM. 7
2NRCCOIICE——.. ... . . A . e R W 7
2.2.2  Deepfake AUIO ..........cooe i 8
A28 | SpeCURgrar ey, " Sy . i a hsgd e e e 8
2.24  Mel SPECIIOGIAM ..iviiiiieiie it 10
2.2.5  DEEP LEAIMING ...eoviiiiiieieieeiieee ettt 10
2.2.6  CNN e 13
227 RNN e 16
2.2.8  RESNEL.....ooiiii s 17
2.2.9  LSTIM et e 18
2.2.10 G00gle Colab ......oociieiiice e 19
2.2.11 Kaggle Kernel ... 19
2.2.12  PYTOICN..cciicie e 20
2.3 Critical Review of Existing Algorithm/Technique.........ccccooeiiiiiiiiiiiiceen, 20
2.4 PrOJECE SOIULION......c.viiiiiice e 21



2.5 (O70] 0 0d (11 (o] o SRR STUTI 21
CHAPTER 3: RESEARCH METHODOLOGY ...cccociiiiiiiiieiseeiesie e 22
3.1 INEFOAUCTION ...ttt bbbt 22
3.2 VL= aToTo (o] (o]0 V2SSOSR 22
3.2.1  Data ColleCtiON ......coceeieiieiieie et e 22
3.2.2  Data Pre-proCessiNg .......ccceieerueiieieesieiieseesseseeseesseseesseesseeaesseesseens 23
3.2.3  Implement Mmodel ... 23
3.24  Training and TeSHING .......cocevieiieieie e 23
3.2.5  Evaluation and ANAIYSIS ........cceiiiiriiiiiiie e 24
3.3 RESEArCh IMIIESIONE ......cviiiiiiiicec e 25
CHAPTEREERRES IS ... .. B ............. O W ...................... 28
4.1 IR O oo ... JN... DO . DO OF ..o W ... W H.................... 28
4.2 ReésSEENRvvorcHow==. I N . 40 B 8 N ... 28
4.2.1  Stage 1: Tool and Dataset SEleCtion ............ccccevvviiriiiiiinienieiinee e, 29
4.2.2  Stage 2: Identify MOdel .........ccooeiiiiiiiiiiiicce e, 30
4.2.3  Stage 3: Framework selection and implement model........................ 30
4.2.4  Stage 4: Model Training, Testing, and Evaluation ..............c.ccccevneee. 30
4.2.5  Stage 5: Collect Information and Analyze...........cccccoeveiviiiiiiieeinn, 31
4.2.6  Stage 6: Compare the RESUIL..........cocviiiiiiiicice e, 31
4.2.7  Stage 7: Identify the most effective model .............cccoovveiiiiiiiiicinn, 31
4.3 Project Requirement ANAlYSIS..........cooiiiiiiieii e 32
4.3.1  Hardware ANAlYSIS........cccoieiiiiriiiieiisesee e 32
4.3.2  SOFtWAre ANAIYSIS......ccieiiiiiie i 33
4.4 HIgh LEeVEI DESION ...ttt 33

4.4.1  ANalysis ArChItECTUIE .......ooviiiiiie et 33



4.4.2  TOOIS INTEITACE ..o 34
4.4.3 The Use of Kaggle Kernel ..o 37
CHAPTER 5: IMPLEMENTATION......ooit ittt 39
5.1 Tl [N ot AT ] o PRSPPI 39
5.2 ACQUITING DALASEL ......eeveeieciiccie et nre s 39
5.3 ENVIFONMENT SEL UP....oiiiiiiicc et 41
5.4 Dataset Preparation ..ot 44
5.5 Data PreproCeSSING.......coueiueiirieriieieiert ettt 49
5.6 Model IMpIEMENTALION.........ciiiiiiiieree s 57
DDA . ... 57
<0 e e W MO . e N SR 60
SIS cohlotk-l-o T \NIN... JENN .. B . 0. B A V. 4. B ... 62
5.7 IMOTET THAINING .ottt bbbttt sbe sttt be e enees 64
CHAPTER/Ga TESTING S|ANALNSIS==m1.5. .. restusiod s« ot flpnd e @ deceeceecrernninnninnnn 70
6.1 (L8 0L |10 P T P P TS T RO T P P e e e oY FOT PO SRR 70
6.2 MOTEI TESTING ..t 70
6.3 MOdel EVAIUALION.........oiieiiee et 74
6.4 Analysis on Training DAtaSet..........cccccveiiieiiiiii e e 76
6.5 ANalysis 0N TestiNg DAtaSet..........ccccvevieiiiieiiiiir e 77
B.5.1  CNN oot 78
6.5.2 RESNEL....oie e 78
6.5.3  RESNEIHLSTIM....ociiiieiecie e 79
6.6 Analysis on Evaluation Dataset ............cooeriiiiiiiiiieseee e 80

6.6.1  CNN .o 80



Xi

6.6.2 R ST N = TR 81

B.6.3  RESNEIFLSTIM ..ot 82
6.7 Comparison of Three Deep Learning Models ...........ccooeieieneniicniiiceee, 83
6.8 ANalysis 0N Graph FOMAL .........ccooviiiiiiiiie e 85
CHAPTER 7: CONCLUSION. ..ottt 87
7.1 INEEOTUCTION ..ottt e e e e e e et e e e e e e e e e eeeeeens 87
7.2 RESEArCN SUMMEATTZATION ... s 87

721 SHENQN ..o 87

T.2.2  WVBAKINESS ...ttt e e e e et e e e e e e e e e eeeeas 88
7.3 RESEAICN CONTITDUTION .. s 88
7.4 RESEAICH LIMITATION ... eeee ettt et e e et e et e e e e e e e e eaeneees 88
75 FULUIE MV OTKS oot e e et e e et et et e e e e e e e e aaeeens 89
7.6 CONCIUSION . 89
REF E R N O . o e el s e el g o o ttrrreesssraesssseenns 91

APPENBINAARSITI TEKNECAL -MAL AYSIA BMEL A A i 95



Xii

LIST OF TABLES
PAGE
Table 1.1: Table of Research QUESLION ..........cceeiiiiiiiiiie e 2
Table 1.2 Table of Research ODJECHIVE ..........ccovevveiiiiiiicce e, 3
Table 1.3: Table of Research Summary MatriX...........ccooooviiiininiiiieceees 3
Table 2.1: Existing Algorithms/TechNiQUE ..........ccccveiviiiiieiice e 20
Table 3.1: ASV Spoof 2019 Logical Access Dataset..........ccccceevvevveveeicieesesinesnn, 23
Table 3.2 SIHESIORESEN.. 7. ..... .. B 0. ... DS ... 25
Table 3 EENINNC okl .. B . .. N W ... 26
Table 3. 4:\EENNShert=kc=-) L. Y. S . W2 . 8. 0. 0. ... 27
Table 4.1: Host Machine Hardware ANalysis ..........cccooeieeieiieiicieec e 32
Table 4.2: Kaggle Kernel Hardware Analysis .........cccccoceiveveiiiiiiicic e, 32
Table 4.3: Kaggle Kernel Software ANalysiS........coeiimriiiiniiiiiiiie e see e 33
Table 4.4: Host Machine Software ANalySIS........ccii it 33

Table 6.1: Comparison of The Three Deep Learning Models...........c.cccccevennnne. 85



Xiii

LIST OF FIGURES

PAGE
Figure 2.1: Spectrogram Amplitude & FreqUeNCY.........ccooeieieieiineniniseeeees 8
Figure 2.2: Spectrogram Fundamental ... 9
Figure 2.3 Machine Learning and Deep Learning Process.........cccccevvvvvervennenne. 11
Figure 2.4: Example of Single Perceptron ..........cccccevvevi i 12
FIQUIE 2.5 CNIN LAYETS. .......cviiueiiiriisiessieiesessesse s s s sssssssssssessessessess e ssessesseeseenees 14
Figure 2.6: Input image matrix multiplied by filter.............cccooi i, 14
Figure 2.7 Stride in CNN process multiplication ...............ccccoeeiiiiieeie e veeneee 15
Figure 2.8 Stride in CNN process multiplication ...............ccocoooiviiiieeiccie e, 15
Figure 2.9 RNIN DIQIAM......cc.ooiiiiiiiiieiee ettt 16
Figure 2.10 Residual Learning: Building BIOCK..............ccooeiiiiiiiiiiiinecieees 18
Figure 4.1: Research WOrKflOW ...........ccoooiiiiici e 29
FiguredRistegd Bl 1L IEKNIKAL MALAYSIAMELAKA............... 30
FIQUIE 4.37 STAJE 2.t bbb 30
FIQUIE 4.47 STAJE 3. oot bbb 30
FIQUIE 4.5 STA0R 4 ...ttt et e e e e arae s 31
FIQUIE 4.6: STA0E 5.ttt e e 31
FIQUIE 4,77 STAJE Bttt bbb 31
FIQUIE 4.87 STAJE 7 ..ot bbbt 32
Figure 4.9: Overview of Analysis ArchiteCture.........ccccocevveie i 34
Figure 4.10: Kaggle Kenel HOMe Page........cccooveiiiiiiiiiie e 34
Figure 4.11: Kaggle Kernel Interface OVErVIEW. ..........ccooveirieieicieneieseeeeeens 35
Figure 4.12: Kaggle Kernel Interface Python Code...........ccooeieiiiiniiiiinieen, 35
Figure 4.13: Kaggle Kernel ACCEIerator...........ccooviiiiieiiiniieieseseee e 36

Figure 4.14: The Use of Google Colab..........cccooiiiiiiiiii e 37



Xiv

Figure 5.1: ASV Spoof INdeX WEDBSITE ........c.ccoiiiiiiiiiiiccce e 40
Figure 5.2: ASV Spoof 2019 INterface ........ccoeviiiiiiiiiiieceec e 40
Figure 5.3: ASV Spoof 2019 Download interface ..........cccoocevvevecieieese e 41
Figure 5.4: ASV Spoof 2019 Interface Kaggle ........cccoovevviiirece e 41
Figure 5.5: Google Collab First INterface ..........c.ccoovviiiieieiiieeeeee 42
Figure 5.6: Kaggle RegiSter & LOGIN.......ccoiiiiiiiiiiiiieieiee e 42
Figure 5.7: Google Collab create new NotebooK...........cccccvvvvvereiiieiieie e 43
Figure 5.8 Kaggle Kernel change runtime first..........cccccooevviviiieiieece e 43
Figure 5.9: Kaggle Kernel change runtime Ssecond ............cccoceveiiieneninineiieienns 43
Figure 5.10: Dataset Preparation L. 44
Figure 5.11: Dataset Preparation 2..........cccccceiveiieiiesieenie e 45
Figure 5.12: Dataset Preparation 3..........ccccocceiveiiiiieieeic e 45
Figure 5.13: Dataset Preparation 4. 46
Figure 5.14: Dataset Preparation 5..........cccciiiiiiiiiiiniiieice s 46
Figure 5.15: Dataset Preparation 6..........cc...coovveiiiieeieeie s sreesne e sree e 47
Figure 5.16: Dataset Preparation 7..........ccccoveeiiieiescenneiiie e srenee e sree e sve e 47
Figure 5.17: Dataset Preparation 8..........cccoceiii i iiiiii it 48
Figure 5.18: Dataset Preparation ... 49
Figure 5.19: Data Pre-ProcesSiNg 1 .......ccoviieiiieiieiieieeie et stee s esve e sre e s 49
Figure 5.20: Data Pre-ProCeSSING 2 .......c.ccviieiieeiiesiresneeiesniesaesssssaeeseeseesreensesnns 50
Figure 5.21: Data Pre-ProCesSING 3 ......cccueievmsssermsesessesisesenseessessssssssessessesesseenes 51
Figure 5.22: Data Pre-ProCeSSING 4 ........cceiiiiiiiiiiiseseeiee e 51
Figure 5.23: Data Pre-ProCcessSing 5 .....ccccoiiieiieiiiieseece e 52
Figure 5.24: Data Pre-ProCessing 6 ........ccccvveiieiieiieiieie e 52
Figure 5.25: Data Pre-ProCeSSiNgG 7 .......ccoveiviiiieiie et 53
Figure 5.26: Data Pre-ProCessing 8 ........ccccoiiiieriiiiisesieiee e 53
Figure 5.27: Data Pre-ProCessing 9 .......cvciiiiiieiiieseseeiee et 53
Figure 5.28: Data Pre-Processing 10 ........ccccvoiieiiiiiic e 54
Figure 5.29: Data Pre-Processing 11........cccccioiieiiiiiiieiie it sne e 54
Figure 5.30: Data Pre-ProCessing 12 .......c.coccveieiiieninieiieiee et 54
Figure 5.31: Data Pre-Processing 13 ..o 55
Figure 5.32: Data Pre-Processing 14 .........cooioiieiie i 56
Figure 5.33: Data Pre-Processing 15 .......cccoieiiiiiieninie e 56
Figure 5.34: CNN Model Implementation 1 ...........ccoovevviieiveiecieseece e 57



XV

Figure 5.35: Model Implementation 2. 57
Figure 5.36: Model Implementation 3. 58
Figure 5.37: Model Implementation 4............cccoovv e 58
Figure 5.38: Model Implementation 5..........cccccveviiieiieie e 59
Figure 5.39: Model Implementation 6............cooooeiiiiiieiieeece e 59
Figure 5.40: Model Implementation 7 ... 60
Figure 5.41: ResNet Implementation 1............ccccccviveiiiiie v 60
Figure 5.42: ResNet Implementation 2............cccccvveviieie e 61
Figure 5.43: ResNet Implementation 3.t 62
Figure 5.44: ResNet Implementation 4.t 62
Figure 5.45: ResNet Implementation 5............ccccviieiieie i 62
Figure 5.46: ResNet + LSTM Implementation 1..........cccccocovviiiiieiiecn e 62
Figure 5.47: ResNet + LSTM Implementation 2..........ccccooeiiiiniinininiceee, 63
Figure 5.48: ResNet + LSTM Implementation 3..........cccccooviiiiiiiiniiinieeees 64
Figure 5.49: Model TraiNiNg L ......cooviiiiieiiie e sra e st e 64
Figure 5.50: Model TrainiNg 2 .......ocoeieeiveiieie e ceee e csianeesne e neneeseeesaaeseesneeseesnsesnns 65
Figure S:OISMIEEElLEININ0-3 ... ... . 8wl . 8. 0. 0. ... 66
Figure 5.52: Model Training 4 ..ottt 67
Figure 5.53: Model TraiNiNg 5 ...c.oooviiiiiieii e e 67
Figure 5.54: Model TraiNiNg B .......ccccveiieiieiie it sre et ee et 68
Figure 5.55: Model TraiNiNg 7 .....cocouvviieeieieiiins e snres e s 69
Figure 6.1” Model Testing 1 .............ccooiiiiiiiiiii e 71
Figure 6.2: Model TESHING 2...cc.ooiiiieccceee e 72
Figure 6.3: Model TESEING 3....cuoiiieecccece e 73
Figure 6.4: Model Evaluation L...........cccccoviiiiiiiiiie e 74
Figure 6.5: Model Evaluation 2.............cooiiiiiiiiiieeee s 75
Figure 6.6: Model Evaluation 3............ccoiiiiiieee s 75
Figure 6.7: Loss Over Training ANalySiS........cccoiiiiiiiiieiiee e 76
Figure 6.8: Testing Macro FL SCOFES ......cociviiiiieiie e 77
FIgure 6.9: TeStING ACCUTACY ......ocviiviiiiiiieiieieiee sttt sttt 77
Figure 6.10: CNN Confusion MatriX TeStING..........cccvrveririieieiene e 78
Figure 6.11: ResNet Confusion MatriX TeStING ........ccccecvevveiiieiiieiie e 79
Figure 6.12: ResNet+LSTM Confusion Matrix Testing .........ccccevvvveervrienreeniennn 79
Figure 6.13: Evaluation Macro FL SCOIeS........cccccvverieereiie e 80



XVi

Figure 6.14: EVAlUALION ACCUFACY .....ccviiiiiiiieiie sttt 80
Figure 6.15: CNN Confusion Matrix Evaluation ............c.cccocevivnienininiin e 81
Figure 6.16: ResNet Confusion Matrix Evaluation...............ccccceeevviieiieinennene, 82
Figure 6.17: ResNet+LSTM Confusion Matrix Evaluation................c..ccccovennne. 83
Figure 6.18: Macro-F1 SUMMATY ........ccccoiiiiiiieiesie e 86

Figure 6.19: ACCUFaCy SUMMATY ......cuoiieieiieiieeieseesieesiessessieeseesseesseeseessessseessesses 86



Xvii

LIST OF ABBREVIATIONS

FYP - Final Year Project

CNN - Convolutional Neural Networks

ResNet - Residual Network

LSTM - Long Short-Term Memory

ResNet+LSTM - Residual Network + Long Short-Term Memory
CPU - Computational Processing Unit

GPU - Graphical Processing Unit



Xviii

LIST OF ATTACHMENTS

PAGE

Appendix A Source Code 95



CHAPTER 1: INTRODUCTION

1.1 Introduction

With the advancement of technology, people were introduced to many novel
technologies that can help people with everything from a small task like planning a
trip to a big task like helping humans go to outer space. Of course, there are many
more amazing technologies that can help humans or even be used as a tool to do

negative things such as share fake information or misinformation.

The spread of false information, which is made possible by the creation of
sophisticated algorithms and tools, is one important issue that has surfaced in recent
years. This misinformation includes the development of bogus audio, image, and
video content in addition to fake news. In order to produce a convincing video of the
target person saying or doing things they never actually did, these Al-generated

works of art, known as deepfakes (Camacho et al., 2021).

Deepfakes are merely one type of synthetic media that can be produced in
text, image, video, and audio formats. Concerns about the abuse of Al technology
have been highlighted because of how easily manipulated or fraudulent multimedia
content may be produced (Bartusiak & Delp, 2021). In several events involving the
dissemination of false information and the fabrication of fabricated content,
deepfakes in particular have emerged as a major strategy (Lim et al., 2022b).

We have barely begun to explore the potential repercussions of synthetic
media. Deepfakes and other types of fabricated information have yet to be fully
understood for the genuine harm they can cause. At the individual, societal, and

global levels, this ticking time bomb has the potential to cause devastation (Bartusiak



& Delp, 2021). In addition, a deep fake audio can be used to commit fraud for
example, A-K Energy's CEO was instructed to transfer 220,000 Euros to a Hungarian
supplier when he believed he was speaking with his German supervisor (Khanjani et
al., 2023).

1.2 Problem Statement

With the rise of deepfake technology, criminals are using it to create fake
audio that can be used to spread false information, such as conduct phishing scams
through phone calls. The challenge lies in developing effective methods to detect and

differentiate between genuine and manipulated audio recordings.

The main problem is that these fake audio recordings can sound incredibly
realistic, making it difficult for people to determine whether they are listening to a
genuine voice or a manipulated one. This poses a significant risk to individuals'

privacy and security, as well as the trustworthiness of audio content.

The goal is to develop robust and reliable techniques that can accurately
identify deepfake audio. By doing so, the goal can minimize people from falling
victim to fake information, fraudulent phone calls, and other malicious activities that
exploit manipulated audio. This will help ensure the authenticity and reliability of
audio content, providing individuals with the necessary tools to make informed
decisions and maintain their trust in the audio they encounter in their daily lives. In
addition, many deep learning algorithms has been proposed by many researchers
around the world, this study also need to find which model has the better accuracy.

1.3 Research Question

Based on the aforementioned issue on problem statement, a few research questions

have been developed, as shown in Table 1.1.

Table 1.1: Table of Research Question

No Research Question

1 | What type of deep learning algorithm used to detect deepfake audio?

2 | Which deep learning algorithm is effective to detect deepfake audio?

3 | How is the performance and the accuracy of the model?




1.4 Research Objective

Based on the aforementioned issue on problem statement, a few research

questions have been developed, as shown in Table 1.2.

Table 1.2 Table of Research Objective

No Research Objective

1 | To investigate the different types of deep learning models.

2 | To compare deep learning algorithms in detecting deepfake audio.

3 | To propose the deep learning algorithm that has better accuracy in
detecting deepfake audio.

1.5 Research Summary Matrix

Table 1.3: Table of Research Summary Matrix

No Research question Research objective

1 What type of deep learning | To investigate the different types of
algorithm used to detect | deep learning models.

deepfake audio?

2 Which deep learning algorithm | To compare deep learning algorithms in
is effective to detect deepfake | detecting deepfake audio.

audio?

3 How is the performance and | To propose the deep learning algorithm

the accuracy of the model? that has better accuracy in detecting

deepfake audio.

1.6 Scope of Research

Three deep learning algorithm methods will be used in this research to detect
deepfake audio. Although they are popular and good in terms of performance and
accuracy, the fundamental reason uses three different deep learning model such as

CNN, ResNet50, and resnet50 combine with LSTM is to know how to implement it



and to know which model is the best among the three. These three models are closely
related to each other especially CNN and ResNet50.

Convolutional Neural Networks (CNNs) are highly popular and frequently
applied deep learning algorithms. They have shown effectiveness in a variety of
computer vision applications, such as face detection, facial recognition, object
detection, and others. In the other hand, Residual Network (ResNet) is also popular

and well known as one of the go-to-go solution for image related problem.

ResNet is similar to Convolution Neural Network (CNN) but with additional
special step or layer that make it better than traditional Convolutional Neural
Network. This layer or special is enable researcher to solve a problem when
employing deep layer in CNN which is vanishing gradient. The name of ResNet50
comes from the name of the model itself and the number comes from how many
layers that the model has. LSTM or long short-term memory is an enhanced version
of Recurrent Neural Network (RNN) algorithm. LSTM itself has a capability to learn
dependencies in the data and make prediction based on the dependencies in the data.
LSTM itself usually utilize for stock prediction, NLP (Natural Language Processing),

language translation and more.

Python is another important tool in this study because it is the core
component to implement those three models. Python is and high-level programming
language where human can understand by studying the syntax and how they read.
Python is a programming language that based on object-oriented programming
(OOP) language. Meaning python supposedly use by creating a class and an object of
the class, one advantage of OOP is the code can be modular, which is fixing and
troubleshooting the code is easier because it the code consist of small chuck of code

that user can manage piece by piece.

Another tool used in this study is Pytorch. Pytorch is an open-source deep
learning framework that can help researcher in making deep learning model. Pytorch
is an OOP like approach to make the model. Thus, making it easy to maintain and

experiment.

The last tool used in this study is Kaggle kernel. Kaggle kernel is a cloud
service provided by Kaggle targeted for people who want to try and build a machine

learning or deep learning model. They offer a ready to go environment that people





