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ABSTRACT 

 

 
 

The purpose of home security is to ensure our safety at home. In the absence of auditory 

or physical contact, the visually impaired homeowner is limited to recognizing known people 

in their home, which puts their safety at risk. So, the main objective of this project is to develop 

a home surveillance system that can recognize predetermined faces and inform the visually 

impaired owner via an audio signal. The system also allows the visually impaired homeowner 

to access and operate the programmed device without the need for visual clues since users are 

guided through the application by a voice assistant. The flow of this project is images are been 

identified from a single-board computer through the camera that sends information to the 

Android application. Android Studio is to design the user interface for people with the visually 

impaired along with the command person’s name. HAAR classified applies for face detection 

to execute several algorithms that process recognition. Firebase is a database where the 

information will be collected from both devices and the Raspberry Pi is used as a central 

processing unit for a variety of projects and applications. This project focuses on face 

recognition, voice assistant, and home automation. 

 

 
Keyword: security, visually impaired, surveillance, face recognition, audio signal, voice 

assistant. 
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ABSTRAK 

 

 
 

Tujuan utama keselamatan rumah ialah untuk memastikan keadaan keselamatan sejagat 

di kawasan rumah. Tanpa adanya sentuhan pendengaran atau fizikal, orang yang kurang jelas 

penglihatan menghadapi penglihatan yang terhad di kawasan perumahan meraka, ini juga 

membahayakan keselematan mereka. Objektif utama projek ini adalah untuk membangunkan 

sistem kawasan perumahan yang boleh mengecam muka yang telah ditetapkan dan akan beri 

maklumat kepada pemilik terjejas penglihatan melalui isyarat audio. Sistem ini juga 

membenarkan pemilik rumah terjejas penglihatan untuk mengakses dan mengendalikan peranti 

yang diprogramkan tanpa memerlukan petunjuk visual memandangkan pengguna dibimbing 

melalui aplikasi oleh pembantu suara. Pengaliran sistem ini dimana gambar yang diperoleh dari 

komputer papan tunggal melalui camera akan menghantar maklumat ke aplikasi Android 

kemudian mengeluarkan suara untuk penama. HAAR kelas digunakan untuk mengimbas muka 

untuk dilaksanakan sebahagian algoritma untuk pengesahan dan juga Raspberry Pi digunakan 

sebagai unit pemprosesan pusat untuk pelbagai projek dan aplikasi. Tujuan utama projek ini 

untuk pengesahan muka, pembantu suara, dan automasi rumah. 
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INTRODUCTION 

 

 
This chapter will study about the background of the project, problem statement, 

objectives, scope of the project, and the project outline. 

 

 
1.1 Research Background 

 
Blindness and vision impairment impact 37 million and 124 million people 

globally, respectively, according to the World Health Organization [1]. Many 

visually impaired people face lots of difficulties doing some tasks in daily life. 

According to studies, the disability of visual might affect a person’s quality of life 

by limiting social interactions and interdependence along with security in their 

surroundings [2]. Protecting privacy, security, and safety in both the actual and 

virtual worlds are key issues that practically everyone encounters. However, for 

other groups, such as the visually impaired, these issues are particularly severe. 

Even though there are several types of tools available to overcome these challenges, 

they are still not sufficient because they require an external assistant 

Throughout these studies, implementing a voice-assisted surveillance system 

probably could help them interact with people around them. The internet and user 

interface are blind to the visually impaired, but to avoid this, provide an end-to-end 

voice-based software solution for the visually impaired that allows them to use the 

devices with minimum to no keystrokes. Instead of utilizing a keyboard, the user 

will click the button to speak the orders to make them acknowledge the actions. 

The program then converts the text-to-speech, which will be the command to be 

performed based on the Android application. 
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1.2 Problem statement 

 
Sight and vision are vital because they provide us with beauty and knowledge 

of the world. They also protect us from any consequences. Both views work 

together to aware of the hazards. The person's vision assists them in recognizing the 

meaning of the situation and jumping to conclusions. They tend to get more risks 

than other normal people. Having to struggle to recognize mankind is probably one 

of the primary challenges for people with visual impairment. Home is not a safe 

place if a lacks security which could be dangerous when no monitoring system can 

notify them. 

 

 
 

Figure 1 Visual impaired sight [3] 

 
To overcome this issue, face recognition is one of the ways as an external 

assistant to verify or identify the subject image, video, or audio-visual aspect of 

faces. Detecting the face would make the software analyze the structure of faces 

and convert the image into data. In terms of adding the speech or voice assistant 

makes the user easier to know the actual subject and give the information through 

audio signals. 
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1.3 Project Objective 

 
The main objective for this project: 

 

1. To develop a mobile application based on a surveillance monitoring system 

using a single-board computer. 

2. To develop a home automation application that controls several devices using 

internet access. 

3. To implement voice assistance features for visual impaired person. 

4. To perform validation and verification of the surveillance monitoring tools and 

home automation 

 
1.4 Scope of Project 

 

The scope of this project focuses on using a single-board computer and 

Android application to implement face recognition, voice assistant, and system 

surveillance which allows visually impaired people to communicate with devices. 

The appearance of face recognition and system surveillance will be able to detect 

the person and surroundings. In addition, the single board as a core, by installing 

the Android application on the phone, voice commands may be delivered from the 

phone. The single-board computer is connected to the mobile device through a 

cloud database. The single-board computer receives these commands and 

processes them based on the apps. The smartphone will notify if there is any 

presence of humans around them if the camera detected the face by using a voice 

assistant. 

 

 
1.4 Project Outline 

 
This report is divided into five chapters that detail the “Development of voice 

assisted surveillance system for the visually impaired person using single-board 

computer” project's implementation. 

 

 
 The background of the development of the voice-assisted surveillance system for 

the visually impaired person using a single-board computer is presented in the first 

chapter. A problem statement is given, along with a list of objectives to be met in 

UN1VEKSITI TEKNIKAL MALAYS]A MELAKA
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order to address the difficulties. This chapter discusses the study scope and project 

outline. 

 
 

 The literature review is based on the second chapter. This section contains a 

discussion of relevant research conducted by researchers based on the project's 

implementation and functionality. A comparison of the projects is carried out in 

order to determine the fundamental concept and theory, and offer a wide picture of 

the essence of execution that will be suitable for this research. 

 
 

 The methodology to execute this project is detailed in the third chapter. The 

approach is accomplished by following a set of procedures to build this project 

while adhering to the given objectives. In addition, a flowchart is created to show 

how this project system works in its entirety. 

 
 

 The specifics of the outcomes acquired from the performance of this project are 

presented in the fourth chapter. In addition, in this chapter, the discussion of the 

analysis based on the project's outcomes and discoveries is clearly finished. 

 
 The final chapter essentially wraps up and highlights the important points, as well 

as determines if the project's output met the stated goals. Finally, there will be a 

part in this chapter that provides recommendations for future improvements to this 

project using emerging technologies. 

UN1VEKSITI TEKNIKAL MALAYS]A MELAKA
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LITERATURE REVIEW 

 

 

 
 

This is the literature review of the studies and research based on the important 

information and details for this project was gathered from many resources such as 

articles, journals, books, and the internet regarding the related previous study. 

Hence, this chapter’s studies begin with a surveillance system using face 

recognition, and the audio signal. It is essential to carry out this study on these 

topics because they are the project's primary purpose. Besides that, the medium of 

this project involves single-board computer technology which is important to learn 

the principles of technology to have a clear view of the scope. 

 

 
2.1 Introduction 

 
Generally, a surveillance system consists of a camera system, monitors or 

display devices. Cameras come with a wide range of design options such as analog 

or digital. This system can be used at a structure or property either in indoors or 

outdoors. To record all of the time, only record in reaction to movement, or only 

record at specified times of the day can be programmed by the system. 

According to [4] object detection, face recognition, and face identification 

are a combination of multiple techniques that the surveillance system technologies 

can implement in order to identify intruders and monitor target regions. Face 

recognition has received a lot of interest because of its various uses in confidential 

information, security policy enforcement, and inspection. 
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Sector Applying 

Security  Access Control. 

 Boarding system. 

 Workstation access. 

Law Enforcement  Forensics. 
 

 Analysis. 

Database Investigation  National Identity Document. 

 Vehicles Registration. 

 Licensed drivers. 

Inspection  Monitoring 
 

 CCTV 

 Portal control 

Table 1 Face recognition application [5] 
 

 

 

 

 

 

Figure 2 Surveillance system devices [6] 
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2.2 Face Recognition 

 
Face recognition is a vision system capability for identifying people based 

on their facial features. Other than that, it will provide information when 

determining a human face presence belonging to the size, position, and location of 

each facial structure. To discover face identity, the face is retrieved and compared 

to a known face detection when the identity characteristic appears [7]. Furthermore, 

there are several components of facial recognition in the following sequence which 

are image collecting, image pre-processing, feature extraction, matching, and 

combining will be integrated with hardware cameras and computing devices. 

 

 
2.2.1 OpenCV HAAR Cascade Classifier Algorithm 

 
OpenCV or known as Open-Source Computer Vision Library often uses 

HAAR cascade classifier for human face detection. This technique was first 

presented by [8]. The given image is inserted to determine features by HAAR. 

The sum of pixels under the black rectangle will be subtracted the sum of the 

pixels under the white rectangle is calculated to derive a single value for each 

feature. 

 

 

Figure 3 HAAR features [9] 

 
The HAAR features begin the checking image for the detection of the face 

starting from the top left corner until the end of the face from the bottom right 

corner in the image. There is the calculation for every pixel as shown in (1). 

Features
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Figure 4 Diagram of HAAR features [8] 

 

 
The Viola-Jones method begins analyzing these attributes in the provided 

picture with a base window size of 24x24. All potential HAAR feature 

properties could be unrealistic to count 160,000 and above features in the 

window regarding the properties such as location, scale, and type. 

 
As a result, the AdaBoost algorithm would be the solution to overcome 

this issue. AdaBoost is a machine learning method capable of identifying the 

best features. This kind of method gathered some of the weak learners into the 

strong learners. 
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2.2.2 Histogram of Oriented Gradient Algorithm 
 

 
 

Figure 5 Histogram of oriented gradient parameters [10] 

 

 
 

The Histogram of Oriented Gradients was introduced by Navneet Dalal 

and Bill Triggs [11]. It is one of the face recognition feature descriptors usually 

used to extract features from image data pixel by pixel for image processing, 

mainly for object detection. In addition, it will change the picture to greyscale 

images. To extract unique features, every image must have a particular gradient 

orientation. The image will break down into smaller regions for each region. 

After that, the gradients and orientation would be calculated. The principle 

behind the algorithm is that local object appearance and shape by the distribution 

of intensity gradient or edge directions within the image can be described. 
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2.2.3 Support Vector Machines 

 

Figure 6 Support vector machines [25] 

 

 

 
Support Vector Machines (SVMs) can be used for face recognition by first 

training the SVM with a set of label face images, where the label corresponds to 

the identity of the person in the image. Once trained, the SVM can then be used 

to classify new, unlabelled images of faces. In a typical SVM-based face 

recognition system, the input to the SVM is a feature vector extracted from the 

image. This feature vector could be based on various image features such as the 

intensity of pixels, edges, or the geometric structure of the face. The SVM then 

finds the best boundary, or hyperplane, that separates the different classes of 

faces in the feature space. During the recognition stage, a new face image is 

transformed into a feature vector and then classified by the SVM according to 

which side of the hyperplane it falls on. The class label corresponding to the side 

of the hyperplane the feature vector falls on is then taken as the predicted identity 

of the person in the face image. SVM is a powerful technique for face recognition 

because it can handle high-dimensional data, is robust to noise, and can be used 

with non-linear decision boundaries. Support vector machines (SVMs) are 

developed to address a traditional two class pattern recognition problem. By 

altering the way an SVM classifier interprets its output and creating a 
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representation of facial images that is compatible with a two-class issue, which 

adapts SVM to face recognition [25]. 

 

2.3 Voice Assistant 

 
A voice assistant as the fundamental of voice control allows user interface 

operation as hand-free of a digital device that listens to particular vocal 

commands and returns relevant information or performs specified actions as 

desired by the user using speech recognition, voice synthesis, and language 

processing algorithm. In another word, it can deliver relevant information based 

on particular instructions, also referred to as intentions. 

Nevertheless, [13] voice assistants can create a sense of connection, 

comprehension, and enjoyment. Researchers in [7] perform similar work, 

proposing and validating a theoretical model for voice assistants. Task 

attraction, social attraction, and physical attractiveness are the important 

elements influencing gadget adoption. It also helps the user easy to interact with 

the system and more user-friendly. 
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Areas Microsoft Cortana Google Home Amazon Alexa 

Skill Microsoft has recently 

deleted third-party 

services. 

It only applies to a 

few services 

It offers a variety of 

services, such as cab 

booking and monitoring 

bank balances. Users 

can also adjust the 

needed expertise. 

Voice 

accuracy and 

speed 

Has considerably harder 

trouble hearing what 

you're saying than the 

other two. 

 

Has a slow reaction time 

when responding to 

inquiries. 

A user's voice can 

control it. "Ok, 

Google" is the word 

that wakes it awake. 

 

It will not detect voice 

instructions if have a 

certain accent. 

It outperforms 

both Cortana 

and Google 

Home. 

Features and 

capabilities 

Cortana utilizes 

Microsoft's Bing search 

engine to conduct 

searches and reply to 

information requests. 

Use of Google 

Assistant for 

information searches 

and responses using 

Google 

Alexa uses the Bing 

search engine to 

conduct searches and 

reply to information 

requests 

Table 2 Voice assistant areas [14] 
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2.4 Related Previous Project 

 
The study of previous relevant projects that are primarily focused on voice- 

assisted surveillance systems is vital to have a good understanding of the project 

and to getting fundamental pieces of information to meet the project's objectives. 

For the visually impaired, this project includes a voice-assisted surveillance system. 

As a result, this section will analyze five past projects that use a similar strategy and 

have a comparable goal to accomplish the main goal of this project. 

2.4.1 CNN-Based Object Recognition and Tracking System for Visually 

Impaired. 

 
 

Figure 7 Flow diagram of CNN-Based Object Recognition and Tracking System 

for Visually Impaired [15] 

 

 
 

Based on the project that was done by [15] has made a clear vision of various 

methods to object recognition and tracking system. The authors are using 

Raspberry pi as a mini-computer for digital signal processing which provides 4G 

mobile data and also as a GSM module for GPS positioning information. Other 

than that, the camera is used for a captured live feed from the video camera and 

sent to the object detection and recognition module. After that, the text-to-speech 

converter module would pronounce the name through headphones regarding the 
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current video frame. The Joint Photographic Expert Group encoding camera shot 

label. The server database saves the user’s location with the encoded image. The 

rest of the family members can monitor or track their movement through a web 

interface. 

 
2.4.2 Face Recognition using MATLAB 

 

Figure 8 Output of the Face Recognition using MATLAB [16] 

 

 

According to [16] the facial recognition program's digital communications 

system begins with the hardware. The hardware for this system is a laptop with a 

built-in webcam that will take a photo of the subject to be analyzed. After the shot 

is taken, it is digitally processed on the computer. The digital copies of the images 

would be saved in a database and used later. The application was created to capture 

a photograph, assess focus, and crop around the subject's face. After the database 

is updated with photographs of a subject's face, the application converts the photos 

into vectors so that they may be easily recognized by the computer. Following the 

procedure, the computer turns all of the photographs in the database into 2D 

vectors. The computer is now ready to receive input of a face to be inspected once 

it has a database of 2D vectors. A photo of a face will be used as the computer's 

input, and the computer will turn the photo into 2D vectors. After that, the computer 

must determine the 2D vector in the database that is the most comparable to the 2D 

vector in the input. The photo with the most similarities to the input would now be 
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identified as the comparable face, and the photographs would be shown in 3D 

image form for the user to inspect. This project, will be using a histogram of 

oriented diagram algorithm classified. 

 
2.4.3 An efficient framework using visual recognition for IoT based smart city 

surveillance 

 

As stated in [17] module training and store dataset are utilized for high- 

end servers. For the usual dataset in the cloud or inside IoT devices saved the 

computed features and the trained model. The model is deployed in real-time 

using the IoT gadget thus, CCTV for real-time input is connected to the gadget. 

The device's trained model will serve as an identification module for a variety of 

applications, including industrial security surveillance, vehicle security, and 

employee recognition by face. The IoT gadget will display on the smartphone to 

get information. 

 

Figure 9 Proposed architecture an efficient framework using visual recognition for IoT based 

smart city surveillance [17] 
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2.4.4 A cloud-based monitoring system via face recognition using Gabor and 

CS-LBP features 

 

By [18] based on the project flow, the distributed client is installed for the 

face detection module. When the client computer detects an image of faces, the data 

automatically upload to the cloud storage. The data contains face count, client IP 

address, and image ID. The data visualization interface provides the system to 

display person distribution statutes. An HTTP interface as an administrator for a 

face recognition module must input a specific face image that needs to be localized. 

The image would transmit to the cloud for all the clients. Face recognition algorithm 

function whether the person in the face image is detected by their cameras. The 

recognition result will be transferred to the cloud. 

 

 
 

Figure 10 A cloud-based monitoring system via face recognition using Gabor and 

CS-LBP features [18] 
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2.4.5 Face Recognition Authenticated Voice Assistant System for the 

disabled 

 
Based on the [19] wanted to propose a system is being developed to keep 

blind, elderly, and crippled persons engaged and working independently. The 

authentication mechanism is a face recognition system built with OpenCV. 

Authenticated users can use the virtual assistant system, which uses voice 

instructions instead of the traditional keyboard and mouse to do tasks. This 

system takes a voice command as an input request through a microphone and, 

depending on the request, performs web automation with Selenium, web 

scraping to get any information from a Wikipedia article, machine reading 

comprehension with the BERT model, requests for the current time using the 

time module, or serial communication to control the inbuilt LED of an Arduino 

board. The text-to-speech library converts the contents of the screen into speech. 

The user's request is responded to in the form of a voice. 

 

Figure 11 Flow diagram of Face Recognition Authenticated Voice Assistant 

System for the disabled [19] 
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2.5 Sample formulas 

 

 

 

 
G1=A, G2=A+B, G3=A+C, G4=A+B+C+D 

G1+ G4 -G2-G3=A+A+B+C+D-A-B-A-C=D 

According to the HAAR features under face recognition sub topic page 9 
 
 

(1) 
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2.6 Comparison Parameter 
 

 

 
 

No Author Algorithm Classifier Application, device 

and 

mechanism 

Advantage and 

Disadvantage 

1 [15] Deep 

Learning 

Convolution Neuron 

Network 

- GSM Module 

 
- Raspberry pi 

 
- SAPI module 

 
- Web-Based 

 
- Android Studio 

 
- OpenCV 

• Advantage: 

 
-Detecting most object along 

path 

- Listen to object name. 

- Detecting location. 

 
• Disadvantage: 

 
- Detecting road curbs. 

 
- Changes in the surface of roads. 

2 [16] Machine 

Learning 

Histogram of oriented 

diagram 

- Database 

 
- MATLAB 

• Advantage: 

 
- Detect more faces at the same 

time. 

• Disadvantage: 

 
-Surrounding with have 

reflection will reduce accuracy. 

-

i$r JJ
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3 [17] Machine 

Learning 

Linear Binary Pattern - Raspberry pi 

 
- Cloud database 

 
- IoT Gadget 

 
- OpenCV 

• Advantage: 

 
-Performing visual recognition 

efficiently with minimum 

feature size in minimum 

timespan. 

 
- Optimum power consumption. 

 
• Disadvantage: 

 
-Sometimes the features which 

are dropped or neglected were 

redundant and have no impact 

on accuracy. 

4 [18] Deep 

Learning 

Linear Binary Pattern - Cloud Web-Based 
 

- Java Native Interface 
 

- MATLAB 

 
- MyEclipse 

 
- OpenStreetMap 

• Advantage: 

 
- This method is more robust to 

illumination variations and has 

lower complexity. 

• Disadvantage: 

 

- Low speed recognition 

5 [19] Machine 

Learning 

 - OpenCV 

 
- Arduino 

 
- Microphone 

 
- Selenium 

• Advantage: 

 
- It can identify user requests 

exactly with high accuracy and 

performing 

• Disadvantage 

 
- Not using cross-platform 

 
- Limitation language 

Table 3 Comparison Parameter 

1 JTel
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2.7 Summary 

 
After a thorough observation and reading have done based on the previous related 

project. It is understandable most projects use raspberry pi commonly to detect and 

identify the subject as an improvement from the previous project. In addition, the project 

concept of Raspberry pi can be implemented in this project due to its practical 

specifications. The research on voice-assisted surveillance system-based projects assists 

in achieving the objectives of the development of monitoring and home automation. 
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CHAPTER 3 

 

 

 
METHODOLOGY 

 

 

 

 

3.1 Introduction 

 
This chapter explains the methods used to create the project and reach the 

objectives. This chapter is divided into research design, process flow elaboration, 

and hardware specification. To verify that the project's flow remains consistent, 

detailed research on the used hardware was conducted to better understand how to 

handle it and the appropriate model to use for this project. This chapter is also 

important for getting a broad overview of the project flowchart. The process flow 

is detailed, and the hardware specifications will be detailed after that. Last but not 

least, a diagram showing the project's relationship is presented and briefly explained 

in this chapter. 

 

 
 

3.2 Study Design 

 
The project aims to develop a voice-assisted surveillance system for visually 

impaired people. Essentially, Raspberry pi as a single board is used as the main 

component of the project which is Raspberry pi 3 model B. Besides, a camera is 

used for surveillance systems and face recognition thus smartphone is used for 

monitoring along with sending an audio signal to the devices. Moreover, this 

project consists of a face recognition algorithm while OpenCV-Python is a Python 

binding library for solving computer vision challenges. Other than that, this project 

allows the user to control several devices such as home automation. 
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3.3 Project Overview 
 

Planning Data collection 

Hardware and software requirements 

 

 
Implementing A point of inspection 

Implement to the project 

 

 
Analysis Observe and evaluate the performance 

Determine the outcome. 

 

Table 4 Sequence of project overview 
 

3.4 Planning 

 
This final project's planning must be done well to ensure that all of the 

project's requirements can be met within the time frame provided. All project 

activities are carried out by the week's schedule and previous preparation. 
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3.5 Data Collection 

 
Data collection is an important part of the project's completion. Before the 

project can be completed, data from all sources should be collected to identify the 

hardware and software requirements. To learn more about this project, all of the 

data collected from journals, textbooks, and research papers are applied. The 

comprehension of this project is increasing as a result of the material obtained from 

the internet and the library. 

 

3.5.1 Cost estimation 
 
 

Component Quantity Price 

Raspberry Pi 3B+ 1 RM 350.00 

Webcam, Fantech 1 RM 110.00 

Bulb 1 RM 1.50 

Fan 1 RM 15.00 

Buzzer 1 RM 3.00 

Relay 4 channel 1 RM 8.00 

 RM 487.50 

Table 5 Cost estimation 
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3.6 Flowchart 

 
The most important part of ensuring that this project succeeds is project 

planning. Proper planning should be emphasized to ensure that the project is 

completed and that the issues encountered throughout the project are minimized. 

To accomplish the project on time, it is necessary to create a methodical flow chart. 

 

Figure 12 Flowchart of the project. 
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3.7 System Design 

 
3.7.1 Face recognition flowchart 

 
The user needs to turn on the system to operate the program. The image 

acquisition from the webcam camera to store in the dataset. After that, the system 

needs to detect faces using HAAR classification, then it will extract the features 

based on the training model using either the histogram of gradients (HOG) or 

support vector machines (SVM). The features match the facial recognition to 

display the person’s name. It keeps repeating until the end of the program. 

 

 

Figure 13 Face recognition flowchart of the project 
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3.7.2 Remote control flowchart 

 
The user will open the application and click the remote button to use these 

features. Every button consists of a turn-on and turn-off button to utilize the GPIO 

to function. The input data is stored at Firebase for the Raspberry Pi to receive the 

information and execute it on the hardware devices. In this session, Firebase will 

read the API keys to enable the users to interact with Raspberry Pi. Furthermore, a 

relay is used to switch each GPIO to operate either on or off. It keeps repeating 

until the user turns off the application. 

 

 
 

Figure 14 Remote control flowchart of the project 
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3.7.3 Remote control flowchart 

 
The user needs to open the application to know a person present. The image 

will retrieve the image data at firebase after the Raspberry Pi captures the image of 

face recognition. Other than that, the user needs to click the speech button for a 

voice command of the person’s name. This is the way the user know the presence 

of someone. 

 

 

 

 

Figure 15 Software flowchart 
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3.7.4 New data for dataset flowchart 
 
 

Figure 16 New data for dataset recognition flowchart 
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3.7.5 Block diagram 
 

 

Figure 17 Block diagram of the face recognition 
 

 

 

Figure 18 Block diagram of the home automation 
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3.7.6 Schematic diagram 
 

Figure 19 Hardware schematic 

 

 
 

3.7.7 Hardware design 
 

Figure 20 Hardware design 

t u t *
' I111 ’llll
s t M ?

v-*

L

lill \1\1

©
fritzirjg

o c

Si



32 
 

3.8 Hardware Specification 

 
3.8.1 Raspberry Pi 

 

Figure 21 Raspberry Pi [26] 

 

 
The Raspberry Pi is the device's main component. It functions as a 

minicomputer. It is involved in all actions, from the beginning when the user 

provides input to the end when the outcome is provided to the user. This is where 

all data processing takes happens [19]. It also has wireless LAN and Bluetooth 

connections, making it the ideal alternative for powerful connected designs. This 

component will receive the image from the camera and processing to detect any 

faces that are captured. To recognize people, OpenCV-Python is used to enable the 

features. Besides that, The Raspberry Pi has a set of General Purpose Input/Output 

(GPIO) pins that can be controlled using software to perform a variety of tasks. 

These pins can be configured as inputs or outputs and can be used to read sensors, 

control LEDs, drive motors, and more. On the other hand, the Raspberry Pi process 

the image processing for face detection which consists of dataset, detection 

algorithm, training the model, integration with firebase to store the data, and also 

for accuracy and adjustment. 
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3.8.2 Webcam 
 

 

Figure 22 Webcam [27] 

 

 
 

Over the past ten years, the number of webcams connected to the Internet has 

increased. Webcams are a common example of the Internet of Things (IoT) devices 

[28]. A webcam is a device that captures video and audio and sends it to a computer 

or other device for live streaming or recording. Webcams come in different forms, 

such as USB-connected devices or built-in cameras on laptops, tablets, and 

smartphones. They are commonly used for video conferencing, live streaming, 

video calling, and remote monitoring. The webcam is a input for capturing the 

several images of peoples. 
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3.8.3 Bulb 
 
 

Figure 23 Bulb 2.5V 

 

 
A 2.5V bulb refers to a light bulb that operates at a voltage of 2.5 volts. This 

type of bulb is likely a low-voltage incandescent bulb, which is typically used in 

applications such as automotive lighting, flashlights, and other portable devices. 

These bulbs are designed to be energy-efficient and long-lasting, and they can 

typically be powered by batteries or other low-voltage power sources. It will be 

connected to GPIO 26. 

 

 
 

Table 6 Code for bulb 

r

4
>

def LED( ):

database = fi"ebase.catabase( )

LED = -database ,chile ("LED")-esult = LED.child("Value").get().val[)

if result ==l:
GPio.cutputCled, EP:O.HIGH)
print ( "LED on" )

if result == 0:
GPIO.output(led, GPIO.LOWf)
print ( "LED off ")
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3.8.4 Fan 
 

 

Figure 24 Fan [29] 

 
A 5V fan is a type of cooling fan that operates at a voltage of 5 volts. These 

types of fans are commonly used in electronic devices such as computers, servers, 

and other devices that generate heat. It is designed to be energy-efficient and quiet 

while providing adequate cooling. It will be connected to GPIO 16. 

 

 
 

Table 7 Code for fan 

r
0.20*JVDC

def FAN( ) i

database = firebase.databaseQ
FAN = database .child["Fan")
results = FAN.child("value").getQ.va1(5

If results == 1:
SFio.outcut( fan, SPIQ. HIGFI}
printC'FAW on" )

if results == 0 :
SPIO.cutput( fenJ GPIO.LOU)
print('"FAN of-" )
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3.8.5 Buzzer 
 

 

Figure 25 Buzzer [30] 

A buzzer can be connected to a Raspberry Pi, a small single-board computer, 

to create a variety of projects that involve generating sound. Once the buzzer is 

connected, you can use programming languages such as Python to control the 

buzzer and generate different sounds. The RPi.GPIO library can be used to control 

the GPIO pins on the Raspberry Pi, allowing it to turn the buzzer on and off, and 

adjust the volume of the sound. It will be connected to GPIO 20. 

 

 
 

Table 8 Code for buzzer 

< k

def BUZZER( )
'
i

database = firebase-database()
BUZZER = database.child< ‘"Buzzer")
resultl = BUZZER ,child["value"),get[ }.vali{ )

If resultl ==l:
GPIO.cutput(buzzerj GPIO.HIGH)
print{,aBUZZER on")

If resultl == 0:
GPIO.output (buzzerj GPROLOW)
print{,aBUZZER off")
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3.8.6 Hardware installation 

 
Based on the figure below, GPIO is connected to the relay to enable several 

devices to execute and display the output. The bulb is connected to GPIO 26, the 

buzzer is connected to GPIO 20 along with a fan that is connected to GPIO 16. The 

data that receive from firebase allows the devices to run all those hardware. 

 

Figure 26 Hardware installation for home automation 
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3.9 Platform Specification 

 
The purpose of using core software for implementing this study is to function 

intended. Additionally, the use of this software as a platform to build projects in 

this study. 

 
3.9.1 Android Studio 

 

 
 

Figure 27 Android Studio [31] 

 

 

Android Studio is to develop a Graphical User Interface for this project. 

To receive information from Raspberry pi. Android application is used for 

monitoring tools. In this application where a voice assistant is implemented. To 

have interaction between devices and a person, a text-to-speech module is 

introduced. The user will not be using keystrokes but instead using the button to 

interact with the application. It will much easier to communicate with the 

visually impaired. Other than that, it makes the interface responsive to different 

devices, such as mobile phones and tablets, to allow for remote control 

~!4< »
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3.9.2 Firebase 
 

 
 

Figure 28 Firebase [32] 

 

 
Firebase is a Google-backed application development to store databases 

either cloud or in real-time. This software can connect Android and Raspberry Pi to 

get information from both devices. The Firebase will get the real-time video from 

Raspberry Pi and send or retrieve it to Android Application and several hardware 

devices. 

 

 

 

Figure 29 Interface of firebase database 
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3.9.3 Graphical user interface design 

 

 

 
This interface is provided for the visually impaired. Every button has text- 

to-speech that enables the voice command features. The image will display based 

on pallets ImageView and the person’s name will show in TextView. To enable 

voice assistance, speech button is implemented. 

 

Figure 30 Monitoring graphical user interface 
 

 

 

Figure 31 Home automation graphical user interface 
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CHAPTER 4 

RESULT AND DISCUSSION 

 
 

4.1 Introduction 

 
This part shows the result of the project. To get the project functioning as expected 

and following the requirement, every output from any device will be collected and 

recorded. Using Android Studio as a user interface, Raspberry pi as image processing and 

a cloud database as storage would make this system work well. 

4.2 Graphical user interface 

 
Creating a GUI for visually impaired users that utilize voice commands can be 

achieved by using speech recognition technology. This can allow users to interact with 

the application by clicking the speech button. The application can then interpret the voice 

commands and perform the corresponding actions. It can be integrated with the Firebase's 

database to fetch data based on user actions. It is also important to consider providing 

audio feedback to confirm that a command has been sent and executed correctly. 

Additionally, the interface is more personalized and intuitive for users. 
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Figure 32 Graphical User Interface Figure 33 Home automation interface 
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4.3 Face Recognition 

 
The face recognition system is a measure of how well the system is able 

to correctly identify or verify the identities of the individuals in a given dataset. 

There are different ways to calculate the accuracy of a face recognition system, 

but a common method is to use a sample of labelled data, where the true 

identities of the individuals are known. 

A sample for face recognition can be divided into two main sets, the 

training set and the test set. The training set is used to train the system, by 

providing it with a set of labelled data, where the true identities of the individuals 

are known. The test set, on the other hand, is used to evaluate the system, by 

providing it with a different set of labelled data, where the true identities of the 

individuals are also known, but the system has not seen before. The several 

dataset have been collected for determined the accuracy while time taken for 

face recognition to recognize is recorded for performance. 

 

 
 

Figure 34 Face recognition known person 
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Figure 35 Face recognition for unknown person 
 

 

 

Table 9 Training model 

 

 

This line is where image processing is executed and which model is used. 

There are several types of model which is histogram of gradient (HOG), support 

virtual machines (SVM), and convolution neuron network (CNN). Raspberry Pi 

3B+ is only available for HOG and SVM regarding the process and performance 

of the CPU is limited. 

M i B
L< -Unknown

'

\

boxes = fac =_recognition.-f ?ice_Iocaticiris ( r ?bJ
models.TsvB,14-"hog")
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4.4 Accuracy parameters 
 

 

 
Algorithm 

 

Condition 

 

HOG 

 

SVM 

 

HOG + SVM 

Light 78% 85% 96% 

Dark 71% 78% 85% 

Table 10 Accuracy of face recognition 

 

 

 
Based on the table above, there are 14 people are test for the sample for 

recognition. For HOG there are 3 out of 14 people are recognise as the known 

person, while SVM have 2 people and HOG + SVM only one person. On the 

other hand, face recognition technology is affected by lighting conditions 

because the algorithms used to detect and identify faces rely on certain features, 

such as the eyes, nose, and mouth, to be visible and clearly defined. In low light 

conditions, these features may be difficult to discern, which can make it harder 

for the technology to accurately identify a person. Additionally, shadows and 

glare from lights can also create issues for face recognition systems. On the other 

hand, in well-lit environments, the technology is likely to perform better as the 

facial features are more clearly visible. HOG is a feature descriptor used in 

computer vision for object detection tasks such as face detection. It is 

particularly effective at capturing the shape and structure of an object. SVM is 

a supervised machine learning algorithm that can be used for classification and 

regression tasks. It is particularly effective when the data is linearly separable. 

When HOG is combined with SVM, it is typically used as a feature descriptor 

in the SVM algorithm. This combination is often used in object detection tasks 

because HOG is effective at capturing the shape and structure of an object and 

SVM is effective at classifying the objects. The accuracy of HOG + SVM 

combination depends on several factors such as the dataset, the quality of the 

images, the parameters used for the HOG descriptor, and the parameters used 

for the SVM classifier. However, in general, HOG + SVM is considered to be 

At.L-Xi^=*^==u> \
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an effective combination. Accuracy can be measured using this formula based 

on below. 

 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
Tp 

× 100 
Tn 

 

(2) 
 

 

Figure 36 Light condition Figure 37 Dark condition 
 

Table 11 Code for image data compare with current image 

 

 
4.5 Performance 

 

 

The performance of a face recognition system on a Raspberry Pi will depend 

on several factors, including the model of Raspberry Pi being used, the quality of 

the camera, the resolution of the images, and the complexity of the face recognition 

algorithm. Raspberry Pi has a limited processing power and memory compared to 

a full-fledged computer. Therefore, using a more powerful Raspberry Pi model 

such as Raspberry Pi 4 with a better CPU and memory will lead to better 

performance. The quality of the camera used also plays a significant role in the 

performance of the system. A high-resolution camera will provide better quality 

images, which will make it easier for the algorithm to detect and recognize faces. 

The complexity of the algorithm used also affects the performance of the system. 

Simple algorithms such as HAAR cascade tend to be faster, but may not be as 

I
1»

ranches = face_recqenitioni.f:cnHre_faces{data[“encodings ' ],
encocing]

name = "Unknown"
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Performance 
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accurate as more complex algorithms like deep learning-based methods. In general, 

the performance of a face recognition system on a Raspberry Pi will be lower than 

on a full-fledged computer with more powerful hardware. However, with proper 

optimization and the use of efficient algorithms, a face recognition system can still 

be implemented on a Raspberry Pi with acceptable performance for certain use 

cases. 

 

 

Size frame Time taken for detection 

(s) 

Elapse time for display the 

program (s) 

200 0.92 3.44 

500 1.21 11.59 

800 2.47 12.20 

1000 3.34 14.28 

1200 4.01 16.28 

Table 12 Performance based on size frame 
 

 

 

Figure 38 Graph of the performance 
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4.6 Hardware output 

 
When the button is clicked the Raspberry Pi will receive the data and send it to 

GPIO to give the instruction on which GPIO has selected either bulb, fan, or buzzer. 

Moreover, the button produces a voice command to make the user understand which 

button is clicked. 

 
 

Figure 39 Bulb On Figure 40 Fan on 
 

 
 

Figure 41 Buzzer on 
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CHAPTER 5 

 

 

 
CONCLUSION AND RECOMMENDATION 

 

5.1 Conclusion 

 

 
 

The system successfully developed a mobile application based on a surveillance 

monitoring system using a single-board computer which consists of Raspberry Pi along 

with OpenCV-Python for face recognition and a smartphone as an output device. 

Furthermore, Raspberry Pi can provide the necessary hardware and software to create a 

fully-functioning home automation system. With its small form factor, low power 

consumption, and versatility. It can be used as a remote control for hardware devices. 

Besides that, the application delivers a voice assistant for the user to understand the usage 

of the system. 

 
Based on chapter 3 the planning and implementation have been made to determine 

the result for every objective. Chapter 4 requires recorded data that has been analyzed and 

tested. The new registration of the known person was created for two datasets to check 

the accuracy. On the other hand, the condition of the lighting might be affected as well. 

Several samples determined the accuracy by using a specific algorithm. Other than that, 

the performance of face recognition is also based on the speed of processing memory. 

Raspberry Pi 3B+ has limited capabilities rather to 4B+ which has better processing 

memory and capabilities. The Android application was developed for the visually 

impaired to monitor and control particular hardware. Additionally, voice-assistant for the 

visually impaired is applied in Android that allows users to listen to the action or 

acknowledge someone's presence by using a smartphone. 

UN1VEKSITI TEKNIKAL MALAYS]A MELAKA
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In conclusion, last but not least, to achieve the objective, the result, and analysis 

have been taken to prove the validation and verification of monitoring tools and home 

automation. The project achieved the objective to ensure the system is safe and make life 

easier for visually impaired people. 

 
5.2 Future work 

 

 

Future work for a home automation system using a Raspberry Pi could include 

incorporating sound capabilities, such as voice commands or playing music. This could 

be achieved by adding a microphone and speaker to the Raspberry Pi, and using machine 

learning algorithms to process the audio input. Another potential improvement would be 

to automatically open the program controlling the home automation system when the 

Raspberry Pi is powered on, providing a more seamless user experience. Additionally, a 

physical button could be added to the system to initiate the training of machine learning 

models, allowing for more efficient updates to the system's capabilities. These 

enhancements would add more convenience and usability to the home automation 

system, making it even more efficient and user-friendly. 
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APPENDICES 

 

Appendix A 

 

 
Raspberry Pi 

 
 

Snapshot.py 
 
 

import cv2

name = " #replace with yoj " name

cam = cv2.VidecCapture (0)

cv2.namedWindow( "press space to take a photo";, cv2.WINDOW_NORMAL)
z\' 2 . resizeWindcw( " press space to take a photo ", 593, 393)

img_coiinter = 9

while True:
ret, frame = cairi. read()
if not ret:

print( ''failed to grab frame'1)
break.

cv2.imshow("press space to take a photo", frame)

k = cv2.waitKey(l) ^ ..
if k&256 == 27: —

# ESC pressed
printC'Escape hit, closing...")
break

elif k*256 == 32:
# S^ACE messed
img_name = dartaset /"+- lame +"'/i«age_( } , j"g" . format { img_cojnter)
cv2.imwrite( img_ nameJ frame )
print("{) written ! “ . format( img_ name ) )
img_coun':er += 1

cam. release( )
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Train_model.py 

 
# L / u r /bin/python

# import the necessary packages
from imutils import paths
import face_recognition
#import argparse
import pickle
import cv2
import os

# ouir images are located! in the dataset foldler
print ("[INFO] start processing faces,.
imagePaths = list(paths,list_images ( "dataset" ) )

# initialize the list of known encodings and known names
knownEncodings = [ ]
knownNarres = [ ]

# loop over the image paths
for (ij imagePath) in enumerate (imagePaths):

# extract the person, name from the image path
print(" iIWFO] processing image { } / { }" ,format(i + 1,

len{imagePaths) } )
name = imagePath .split { os.path,sep}[- 2 ]

# load the input image and convert it from RJGS (DpenCV ordering)
# to dlib ordering (-RGB)
image = cv2,imread(imagePath)
rgb = cv2,cvtCoior(imagej cv2.C0LOR_BGR2RGB )

# detect the (Xj y) -coordinates of the bounding boxes
# corresponding to each face in the input image
boxes - face_recognition, faceJocations(rgb^

mcdel=,'svfn
,l+11 hog" )

# compute the facial embedding for the face
encodings = face_recognition „face_encodings(rgbj boxes)

# loop over the encodings
for encoding in encodings:

# add each encoding + name to our set of known names and
# encodings
knownEncodings . append( encoding)
knownMames,append(name)

# dump the facial encodings + names to disk
print ("[INFO] serializing encodings,, /' )
data = -["encodings": knownEncodings ,, "names": knownMames}
f = open("encoding5.pickle" * "wh")
f .write(pickle.dumps(data) }
f ,closed )
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fyp.py 
 

# /usr/bin/python

# import the necessary packages
from imutils.video import VideoStream
from imutils.video import FPS
import face_recognition
import imutils
import pickle
import time
from time import sleep
import cv2
import requests
import pyrebase
from datetime import datetime
import os
import RPi.GPIO as GPIO

^Initialize 'currentname’ to trigger only when a new person is identified,
currentname = "unknown"
#Determine faces from encodings.pickle file model created from train_model.py
encodingsP = "encodings.pickle"

#use this xml file
cascade = 'fcaarcascade frontdiface aefault.xml"

config ={ #define a dictionary n«
"apiKey". "AIzaSyD-GSJGIT/rikludGFyLAR-djZ _ HiBlIRXbJr,
"authDomain": "fyprciject-b2acl.appspot.com 1

3

"date:c:e'jRL": "https://fyproject-b2a:1-default-rtdb.asia-scJtheasti.firebasedatabase.app/",
"storageBuckW*: "fvoroiect-b2acl.appspot.com"

firebase - r ialize_e:. Ll

database = firebase.database()
storage = firebase.storage()

#function for setting up emails

# load the known faces and embeddings along with OpenCV's Haar
# cascade for face detection
print("[INFO]loading encodings + face detector...")
data = pickle.loadsCopenCencodingsP, "rb").read())
detector = cv2.CascadeClassifier(cascade)

# initialize the video stream and allow the camera sensor to warm up
print("[INFO] starting video stream...")
vs = Video5tream(src=0).start()
# vs = VideoStream(usePiCamera=True).start()
time.sleep(2.0)

# start the FPS counter
fps = FPS().start()

# loop over frames from the video file stream
while True:

# grab the frame from the threaded video stream and resize it
t to 500px(to speedup processing)
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frame = imutils.resize(frame, width=860)
tl = cv2.getTickCount ( )

# convert the input frame from (1) 36R to grayscale (for face
# detection) and (2) from B<5R to RG3 ( for face recognition)
gray = cv2.cvtColor{fraroe, cv2.COL0R_BGR2GRAY)
rgb = cv2.cvtColor( frame, cv2.CGLOR_BGR2RGI3)

# detect faces In the grayscale frame
rects = detector.detectMultiScale(gray, scaleFactor=l.lJ

minNeighbors=5 , min5ize=(30j 30),
flags=cv2.CASCADE_SCALE _IMAGE)

# QpenCV returns bounding box coordinates in (x, y, w, b) order
# but we need them in (top, rights bottom, left) order, so we
# need to do a bit of reordering
boxes =|(y, x + w, y + h, x) for (x, y, w, h) in rects]

# compute the facial embeddings for each face bounding box
encodings = face— recognition. face_encodings(rgb, boxes)
names = [ ]

# loop over the facial embeddings
for encoding in encodings:

# attempt to match each face in the input image to our known
# encodings
matches = face_recognitionccrrpare_faces (data ["encodings 11 ],

encoding)
rams = "Unknown"

£ check to see if we nave found a match
if True in matches:

# find the indexes of all matched faces then initialize a
# dictionary to count the total number of times each face
# was matched
matchedldxs = [i for (i* b) in enumerate(matches) if b]
counts =. { } ,*

# loop ever the matched indexes and maintain a count for
# each recognized face face
for i in matchedldxs:

name = data["names '"][i]
countsfname] = counts .get(name, 0) + 1

# determine the recogrized face with the largest number
# of votes (note: in the event of an unlikely tie Python
# will select first entry in the dictionary)
name = max(counts, key=counts.get )

#If someone in your dataset is identified, print their name on the screen
if currentname ! = name ::

currentname = name
print(cur rentname }
#Take a picture to send in the firebase
os.chdir ( r,/home/yad/ face_recognition/facial_recognition/capture" )
now = datetime ,now{)
dt = ^ow.st^ftime(,,^^mH:SfiM: ^65,,)
img_name = dt + lp. jpg'F

cv2 imwrite( img_nameJ frame)
print( ' Taking a picture. ' )
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# update the list of names
nanes.append(name)

#store at database
storage ,chiid( "/ images", img_name) .put(img_name)
url = storage,child( "/images11,img_name) . get_url([ 1 idToken 1 ])
database,child( 11images "' ) . set(url)
database.child( "name" ) » set:(currentname)

# loop over the recognized faces
for ((top, rightj bottom, left), name) in iip(boxes, names) :

# draw the predicted face name on the image - color is in BGR
cv2.rectangle(frame, (left, top), (rightj bottom),

(0, 255, 225), 2)
y = ta; - 15 if lop - 15 > 15 elie tcp + 15
cv2.putText(frame, name, (Left, y), cv 2 , F0NT_HER5HEY_5IMPLEX,

.B, (0 j 255, 255), 2)

# display the image to our screen
cv2. imshow("Facial Recognition is Running", frame )
key = cv2.iva.itKey(1) & 0xFF

* if che ’q' key was pressedf break -from the loop
if key == ord("q") :

break.

update the FPS counter
fps.update( )

# step the timer and nisclay FPS information
fps.stop( )
print ( 11 [ INFO] elasped time; {_ ; „2f},r . format (fps .elapsed()) }
print (" [ INFO] approx. FPS: {:.2f]-".formatflFjps.fpsQ) )

# do a bit of cleanup
cv2.destroyAHWindows( )
vs . stop()
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officAutomation.py 
 

import pyrebase
from firebase import firebase
import RPi.GPIO as GPIO
from time import sleep

led = 26
buz:er= 20
fan = 16
GPIO.setmode(GPIO.BCM)
GPIO.setwarnings(False)
GPio.setup(led, GPIO.OUT)
GPl0.setup(buzzer, GPIO.OUT )
GPl0.setup(fan, GPIO.OUT)

config = {
"apiKey": "AIzaSyD- OSD0IT7HKDudGFyL4R-djZGhrtnuRXb0",
"authDomain": "fyproject-b2acl. appspot . com",
"databaseURL": "https: / / fyproject-b2acl-default-rtdb.asia-southeastl. firebasedatabase. app/ ” ,
"storageBucket": ” fyproject-b2acl.appspot.com"

}

firebase = pyrebase .initialize_app(config)

def LED( ):

database = firebase.databaseQ

LED = database .child("LED")
result = LED.child("value") .get( ).val(>
if result == 1:

GPIO.output(led, GPIO.HIGH)
print("LED on")

if result == 0;I
GPIO.output(led, GPIO.LOW )
print( "LED off*) —

def BUZZER():

database = firebase.database( )
B U Z Z E R = d a t a b a:- '{ .
resultl = BUZZER ,child("value" )1.get( ).val( )

if resultljss.1:,. g TtUPti
GPio.output(buzzer, GPIO.HIGH)
print("BUZZER on")

if resultl == 0:
GPl0.output(buzzer, GPIO. LOW)
print("BUZZER off")

def FAN( ):

database = firebase.database( )
FAN = database.child("Fan")
result2 = FAN.child("value") .get ( ).val()

if result2 == 1:
GPIO.output(fan, GPIO.HIGH)
print("FAN on")

if result2 == 0:
j GPIO.output(fan, GPIO.LOW )

print("FAN off" )

while True:
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,.hile T"ue:

LEDC)

BUZZER.()

FAN()

sleep(l)
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Android Studio 

 
 

MainActivity.java 
 

package com . example.fyp;

import androidx.annotation.NonNull;
import androidx.appcompat . app.AppCompatActivity;
import androidx.core.app.NotificationCompat;

import android.app.AlarmManager;
import android.app.Notification;
import android.app.Pendinglntent;
import android.content .Context;
import android.content . Intent;
import android.os . Bundle;
import android.os .SystemClock;
import android.speech.tts.TextToSpeech;
import android.view.View;
import android.widget . Button;
import android.widget . ImageView;
import android.widget .TextView;

import com.google .firebase.database .DataSnapshot;
import com.google .firebase.database .DatabaseError;
import com.google .firebase.database .DatabaseReference;
import com.google.firebase.database . FirebaseDatabase;
import com.google .firebase.database .ValueEventListener;
import com . squareup.picasso.Picassc;

import java . util.Locale;

public class MainActivity extends AppCompatActivity {

private TextView personbame;
private ImageView image;
TextToSpeech textToSpeech;

public static String NOTIFICATION_OtANN8L_ID = “1091
public static String default_notification_id = "default";

^Over r ide iv/CEPClTl TP’ kTM 1 A I MAI AV'C!
protected void onCreate (Bundle savedlnstanceState) {

super.onCreate ( savedlnstanceState);
setContentView( R.layout.activity_main );

personName = (TextView) findViewByld ( R . id.personName );
image = ( ImageView) findViewById ( R . id . image );
Button btnConvert = findViewById ( R . id .tts );
Button button = ( Button ) findViewById ( R .id. button );

textToSpeech = new TextToSpeech ( getApplicationContext ( ), status -> {
if (status == TextToSpeech.SUCCESS) {

textToSpeech.setLanguage ( new Locale( "ms", "MY" ) );
>

});

DatabaseReference mDatabase = FirebaseDatabase.getlnstanceQ ,getReference( );
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NotificationHandler.java 
 

nOatabase.addvalueEventListener(new valueEventListener(){
{•Override
public void onDataChange(gftonNull DataSnapshot dataSnapshot){

scheduleNotification(getNotification("someone in front of the door"),0);

String img = dataSnapshot.child(nimages").getvalue().toString();
Picasso.get().load(irag).into(image);

String name = dataSnapshot.child("name").getvalue().tostring()+ " “ + "in front of the door";
personName.setText(name);

}

^Overridepublic void oncancelled(i3NcnNull DatabaseError error){
}

»;
btnConvert.setOnclickListener(v ->{

String s = personName.getText().toString();

int speech = textToSpeech.speak(s, TextToSpeech.QUEUE_FLUSH, null);

»;
button.setOnclickListener(new view.onclickListener(){

^Overridepublic void onclick(view v){
Intent intent = new lntent(MainActivity.this, secondActivity.class);
startActivity(intent);

String s = "Remote";

int speech = textTcSpeech.speak(s, TextToSpeech.QUEUE_FLUSH, null);

>»;
>

private void scheduleNotification(Notification notification,int delay)
{

Intent nctificationlntent = new lntent(this, Notificationnandler.class);
notificationintent.putExtra(NotificationHandler.NOTlFlCATlONlD, 1);
notificationintent.putExtra(NotificationHandler.NOTIFICATION, notification);
Pendinglntent pendinglntent = Pendinglntent.getBroadcast(this,0, notificationintent, Pendinglntent.FLAG_UPDATE_CURRENT|Pendinglntent.FLAG_IMMUTABLE);
long futureMillis = Syste«Clock.elapsedRealtime()+ delay;
AlarmManager alarttnanager t {Alarwianager) getSystemService(Context.ALARM_SERVlCE);
assert alarnManager != null;
alarmManager.set(Alarrwanager.ELAPSED_REALTlME_WAKEUP, futureMillis, pendinglntent);
Svstem.out.println("function is called");

>
private Notification getNotification(string content){

Notificationcompat.Builder builder = new Notificationccmoat.Builderfthis, default
_
notification_id);

builder.setContentTitle("Alert");
builder.setContentText(content);
builder.setSnalllcon(R.drawable.ic_launcher_foreground);
builder.setAutoCancel(true);
builder.setChannelld(NOTlFlCATlON

_
CHA.V'iEL

_
lD);

return builder.ouildQ;
}

package com.example.fyp;

import android.app.Notification;
import android.app.NotificationChannel;
import android.app.NotificationManager;
import android.content.BroadcastReceiver;
import android.content.Context;
import android.content.Intent;
import android.os.Build;

public class NotificationHandler extends BroadcastReceiver{

public static String NOTIFICATIONID = "notification-id";
public static String NOTIFICATION = "notification”;

@Override
public void onReceive(Context context, Intent intent){

NotificationManager notificationManager =(NotificationManager)context.getSystemService(context.NOTIFICATION_SERVICE);
Notification notification = intent.getParcelableExtra(NOTIFICATION);
if(Build.VERSION.SDK_INT >= Build.VERSION_CODES.O){

int importance = NotificationManager.IMPORTANCE_HIGH;
NotificationChannel notificationChannel = new NotificationChannel(MainActivity.NOTIFICATION_CHANNEL_ID,"NOTIFICATION_CHANNEL_NAME",importance);
assert notificationManager !=null;
notificationManager.createNotificationChannel(notificationChannel);

>
int id = intent.getlntExtra(NOTIFICATIONID, 0);
assert notificationManager != null;
notificationManager.notify(id, notification);

>
}
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secondActivity.java 
 

package com.example.fyp;

import androidx.appcompat.app.AppCompatActivity;
import android.os.Bundle;
import android.speech.tts.TextToSpeech;
import android.widget.Button;
import com.google.firebase.database.DatabaseReference;
import com.google.firebase.database.FirebaseDatabase;
import java.util.Locale;

public class secondActivity extends AppCompatActivity {

TextToSpeech textToSpeech;

^Overrideprotected void onCreate(Bundle savedlnstanceState){
super.onCreate(savedlnstanceState);
setContentView(R.layout.activity_second);
Button led_on =(Button)findViewById(R.id.led_on);
Button led_off =(Button)findViewById(R.id.led_off);
Button fan_on =(Button)findViewById(R.id.fan_on);
Button fan_off =(Button)findViewById(R.id ,fan_off);
Button buzzer_on = (Button)findViewById(R.id.buzzer_on);
Button buzzeroff =(Button)findViewById(R.id.buzzeroff);

textToSpeech = aeW TextToSpeech(getApplicationContext()., status ->{
status == TextToSpeech.SUCCESS){

textToSpeech.setLangu5ge(rew Locale("ms”, "MY”));
> I * I

})t
DatabaseReference mDatabase = FirebaseDatabase.getlnstance().getReference();

led_on%5et0nClickListener(vie./ ->{
mDatabase.child(“Leo").child("Value").setValue(l);
String s = "Light On";
int speech = tex±ToSpeech.speak(s., TextToSpeech.QUEUE_FLUSHJ null);

I }); - - U

led off.setOnClickListener(view -r>{ I(i I. -% L
_

mDatabase.child("LED").child(“Value").setValue(0);
String s = ’’Light Off";
int speech = textToSpeech.speak(s, TextToSpeech.QUEUE_FLUSH, null);

});

fan_on.setOnClickListener(view ->{
mDatabase.child("Fan").child("Value").setValue(l);
String s = "Fan On";
int speech = textToSpeech.speak(s, TextToSpeech.QUEUE_FLUSH, null);

});
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fan_off.5etOnClickListener(view -> {
mDatabase.child("Fan").child("Value").setValue(0);
String s = "Fan off";
int speech = textToSpeech.speak(s, TextToSpeech.QUEUE_FLUSH, null);

buzzer_on.setOnClickl_istener(view ->{
mDatabase.child("Buzzer").child("Value").setValue(l);
String s = "Buzzer On";
int speech = textToSpeech.5peak(s, TextToSpeech.QUEUE_FLUSH, null);

buzzer_off.setOnClickl_
istener(view ->{

mDatabase.child("Buzzer").child("Value").setValue(0);
String s = "Buzzer Off";
int speech = textToSpeech.speak(Sj TextToSpeech.QUEUE_FLUSHJ null);

}
>
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Activity_main.xml 
 

<?xml version="1.0" encoding="utf-8"?>
ondroidx.constraintlayout.widget.ConstraintLayout xmlns:android="http://schemas.android.com/apk/res/android"

xmlns:app="http://schemas.android.com/apk/res-auto"
xmlns:tools="http://schemas.android.com/tools"
android:layout_width="match_parent"
android:layout_height=,,match_parent"
android:background="@drawable/background"
tools:context=".MainActivity">

cTextView
android:id="|®+id/personName"
android:layout_width="wrap_content"
android:layout_height="wrap_content"
android:layout_marginBottom=,,304dp"
android:contentDescription=”@>string/display_person_name"
android:textColorHint="#757575"
android:textSize="24sp”
app:layout_constraintBottom_toBottomOf="parent"
app:layout_constraintEnd_toEndOf="parent"
app:layout_constraintHorizontal_bias="0.498"
app:layout_constraintStart_toStartOf="parent" />

<ImageView
android:id="@H-id/image"
android:layout_width=”wrap_contentn
android:layout_height="wrap_content"
android:contentDescription="@string/picture
android:src=”|Staipmap/ic_lduncher"
app:layout_constraintBottom_toBottomOf=”parent"
app:layout_constraintEnd_toEndOf="parent"
app:layout_constraintHorizontal_bias='0.49t
app:layout_constraintStart_toStartOf=' parent
app:layout_constraintTop_toTopOf="parent"
app:layout_constraintVertical_bias="0.435'' /%

<Button
android:id="|g+id/tts"
android:1ayout width="wrao content"
android:layout_height="wrap_content"
android:c'ackground="^drawable/bto" ^ 1

h ,
android:text="?st îng/5peech"
android:textSize="40d|i"
app:layout_constraintBottom_toBotto«jiGf=''parent"
app:layout_constraintEnd_toEndOf="parent" ^ L / ,
app:layout_constraintHorizontal_bias*="0.17"
app:layout_constraintStart_toStartOf="parent"
app:layout_constraintTop_toBottomOf="@+id/personName"
app:layout_constraintVertical_bias="0.506" />
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<Button
android:id=ir@+id/button''
android:layout_width=1,wrap_content"
android:layout_height="wrap̂ content 1"

android:background=ir@drawable/btn"
android:text=ir Remote,r

android:text5ize="4®dp
app:layout_constraintBottom_toBottomOf= ""parent,r

app:layout_constraintEnd_toEndOf="parent11

app:layout_constraintHorizonta1Jbiss= 0.733
,r

app:layout_constraintStart_toEndOf=nr@+id/tts ,r

app:layout_constraintTop_toBottomOf=ir@+id/personName
app:layout_oonstraintVertical_bias=,,,

0.5®5,r />

androidx.comstraintlayout.widget.Constraintl_
ayout>



68 
 

Activity_second.xml 
 

xml version="1.0" encoding="utf-8"?>
ndroidx.constraintlayout.widget.ConstraintLayout xmlns:android="http://schemas.android.com/apk/res/android"

xmlns:app="http://schemas.android.com/apk/res-auto"
xmlns:tools="http://schemas.android.com/tools"
android:layout_width=”match_parent"
android:layout_height="match_parent"
android:background="@drawable/background"
tools:context=".secondActivity">

<Button
android:id="(5M-id/led_on"
android:layout_v/idth="wrap_content"
android:layout_height="wrap_content"
android:background="i$drawable/btn"
android:text="light on"
android:textSize="40dp"
app:layout_constraintBottom_toBottomOf="parent"
app:layout_constraintEnd_toEndOf="parent"
app:layout_constraintHorizontal_bias="0.228"
app:layout_constraintStart_toStartOf="parent"
app:layout_constraintTop_toTopOf="parent"
app:layout_constraintVertical_bias="0.308" />

<Button
android:id="@+id/led_off"
android:layout_*idth= 1

i\irap_content”
android:layout_height="wrap content"
android:layout_marginStart=,*68dp"
android:background="@drawable/btn"
android:text="light off"
android:textSize="40dp"
app:layout_constraintBottom_to6ottomC:'="parent"
app:layout_constraintEnd_toEndOf="parent"
app:layout_constrainthorizontal_bias="0.582"
app:layout_constraintStart_toEndOf="j2̂ id/led__on"
app:layoutconstraintToproTopOf="parent"
app:layout_constraintVertical_bias=”0.308" />

<Button I ..

_
android:1d= i
android:layout_width="wrap_content"
android:layout_height="urap content"
android:layout_marginTop~188dp’’

android:background̂ if drauablc/btr"
android:text="@string/fan_on"
android:textSize="40dp"
app:layout_constraintBottom_toBottomOf="parent"
app:layout_constraintEnd_toEndOf="parent"
app:layout_constraintHorizontal_bias="0.24"
app:layout_constraintStart_toStartOf="parent"
app:layout_constraintTop_toBottomOf="@+id/led_on”
app:layout_constraintVertical_bia5="0.194" />
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cButton
android:id=

,r@+id/ fan_off "
andraid:1ayout_width="wrap_content"
android:layout_height= "wrap_content”
android:layout_marginTop="32dp"
android:background=”@drawable/btn"
android:text='r@string/ fan_offFl
android:text5ize="40dp''
app:layout_constraintBottom_toBottomGf ="parent

,r

app:layout_con5 traintEnd_toEnidOf='' parent "
app:layout_ccin5traintHorizontal_bia5=

,"9.656 Ir

app:layout_constraintStart_toEndQf ="(5)4id/f an_on
,r

app:layout_constraintTop_toBQttomOf =
,

"5)+id/led_off "
app:layout_constraintVertical_bias="Q.231" / >

CButton
android:id=1' (3)4id/buzzer_on"
android:1ayout j.'/idth="wrap_content"
android:layout_height= "wrap_content "
android:1ayout_marginT op=M76dp"
android:background=1'9drawable/btn"
andmid:teact="(3stiling/buzzer_onM

android:text5ize="4edp"
app:layout_con traintBottom_toBottomOf = 'parent '

app:layo’jt_CDnstraintEnd._toErdOf="parent '

app:layout_constraintHorizontal_bias=
,rti . 2121'

app:Iayout_constraint5tart_to5tart0f=11parent"
app:layout_constraintTop_toBo11onOf = " ja4id/fan_on"
app:layout_constraintVertical_bias=’'0.474” />

CButton
android:id="@4id/buzzer_off "
andmid:1ayiout_width="wrap_corrtent"
android:layout_height= "wrap_content”
android:backgrciund=1t(Sd rawable/btn"
android:text="(£)string/bu z zer_off "
android:text5ize="40dp"
app:layout_constraintBottom_toBottomOf =''parent

,r
app:layout_constraintEnd_toEnidOf='' parent "
app:layout_constraintHorizontal_bia&=”0.646

,r

app:layout_constraint5tart_toEnd0f ="(S)4id/buzzer_on"
app:layout_constraintTop_toBottomOf =” i0+id/ fan_off "
app:layout_constraintVert ical_bias =

,r0.524" />
</androidx.coinstraintlayout .widget .ConstraintLayout >
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AndroidManifest.xml 
 

 
;?xml version="1.0"1 encoding="utf-8"?>
[manifest xmlns:andraid=,rhttp://schemas.android.cam/apk/res/android"

xmlns:tools="http 2//schemas.android.com/tools">

<uses-permission android:name="android.permission.INTERNET" />

<application
android:allowBackup=,rtrue"
android:dataExtractionRyles="g|xml/data_extraction_rules"
android:fullBackupContent=".gxnnl/backup_rules,r

android:icon=1B@mipmap/ic_launcher"
android:label=‘"ifflstring/app_nameM
android:roundIcon= ,r@mipmap/ic_launcher_round ,r

android:supportsRtl=,rtrue"
android:theme=11ifflstyle/Theme.Fyp"
tools:targetApi=1,311,>
<activity

android:name= ir .seconductivity"
android:exported="false">
<meta-data

android :name="android.app.lib_name,!

android:value="n />
</activity>
<activity

android:jiane=a>
,.Mainactivityr

android:exported="true">
<intent-filter>

faction android:name= i ,android,intent.action.MAIN" />

<category android:name="android.intent ,.category.LAUNCHER11 />
</intent-filter>
<meta-data

android:name="andredd,app.lib_narne'
android:value="" />

</activity>

<receiver android:name=".NotificationHandler'"/>

</application>

:/manifest>
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Appendix Gantt Chart BDP 1  

 
 

Project Task 

Project Week 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

BDP 1 Briefing by JK, PSM, FTKEE               

Determine FYP Title              

Chapter 1: Introduction               

Study for raw materials              

Chapter 2: Literature Review              

Research for articles and journals               

Research for components and software               

Chapter 3: Methodology               

List out components and compare prices              

System testing & finalize the report               

FYP 1 documentation               

FYP 1 Presentation               



Appendix Gantt Chart BDP 2  

 
 

Project Task 

Project Week 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

BDP 2 Briefing by JK, PSM, FTKEE               

Buy and receive components              

Software simulation and PCB Layout               

Test components              

Write program code and testing             

Chapter 4 – Result               

Make connections between components 

and microcontroller 

             

Chapter 5 – Conclusion               

Prepare and finalize report               

Submit final report to supervisor               

BDP Presentation               

Submit final report with hard cover               

J
J




