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ABSTRACT 

Malaysian Sign Language (MSL) has been used as a means of communication in Malaysia 

between the deaf and the hearing people. Many people still could not take a grasp on what 

is being conveyed by the deaf which may cause misunderstanding. Thus, the aim of this 

project is to develop a MSL translator interface which able to detect the type of gestures 

when signing and a speech to text conversion. A deep learning approach is used focusing on 

the image classification that are known as “Hai”, “Tak”, “Terima Kasih” by utilizing 

TensorFlow and Mediapipe software where the model build will be trained using labeled 

images and identify its classes. This project has been develop succesfully of a MSL translator 

interface that can assist both the deaf and hearing people for a better  two way 

communication in the future with the rate of confidence of more than 95 percent. In essence, 

it is to help in bridging the gap between the communication of the deaf and hearing people.  
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ABSTRAK 

Bahasa Isyarat Malaysia (BIM) telah digunakan sebagai satu cara untuk komunikasi di 

Malaysia antara komuniti pekak dan yang mampu. Ramai orang yang masih lagi tidak dapat 

memahami apa yang cuba disampaikan oleh komuniti pekak yang boleh menyebabkan salah 

faham. Oleh itu, matlamat utama projek ini adalah untuk membina satu sistem penterjemah 

dimana ianya mampu untuk mengesan jenis pergerakan apabila sedang memberi isyarat 

tangan dan penukaran kata kepada ayat. Satu pendekatan pembelajaran dalam yang tertumpu 

kepada pengelasan imej yang dikenali sebagai “Hai”, “Tak”, “Terima Kasih” dengan 

memanfaatkan penggunaan perisian  TensorFlow dan Mediapipe di mana binaan model akan 

di latih menggunakan label imej dan mengenalpasti pengelasan tersebut. Projek ini telah 

berjaya dibangunkan iaitu satu antara muka penterjemah BIM yang dapat membantu kedua-

dua komuniti pekak dan mampu untuk komunikasi dua hala yang lebih baik pada masa yang 

akan datang dengan kadar keyakinan melebihi 95 peratus. Asasnya, ianya adalah untuk 

mengurangkan jurang komunikasi antara komuniti pekak dan mampu. 
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CHAPTER 1  

 

 

INTRODUCTION 

1.1 Background 

Over 5% of the world’s population, require rehabilitation to address their 

‘disabling’ hearing loss [1]. Clear communication are keys to better outcomes. However, 

creating a responsible community wholly to better improve communication between all 

groups with a disability, especially the deaf, also plays an important role. In Malaysia, only 

a small number of people can converse in sign language known as the Malaysian Sign 

Language (MSL), which began in 1954 that started its course with the enrollment of seven 

students [2]. Miscommunication is a major issue in the deaf and the hearing people since it 

has been neglected as it is not seen as important and interactions with them are a little to 

none. The project is intended to aid in communication between deaf and hearing people by 

using a mobile application. By applying this project, sign language can be directly 

understood and learned the essence of the sign language itself. The sign language used is 

focused on MSL which originally had some similarity to that of its origin which is the 

American Sign Language (ASL) [3]. In order to achieve this, images of hand gestures are 

fed into the system to further train the system focusing on the MSL. The image can be 

patterned in the form of classes depending on the context. 

1.2 Problem Statement 

As the year progresses, communication medium has been fast-growing and 

accessible, but not so much for the deaf. Engaging with other people, attending interviews, 
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finding employment, or even asking for help can be much work when it should be done much 

more effortless. The main issue is when the outside world especially hearing people have a 

hard time communicating with the deaf [4]. There are several ways to bridge this gap by 

referring to the internet and books, taking class on sign language, or possibly hiring a 

translator. All this method has one thing in common: taking time and money. There is no 

denying that referring to the internet or books can help, but translating a conversation 

correctly can be time-consuming, even through flipping book pages. Even worse for the 

internet, the information put up online could be misleading and inaccurate. 

1.3 Project Objective 

The main objective of this project is to develop a MSL translator interface that will 

assist in the communication between the deaf and hearing people. Specifically, the objectives 

are as follows; 

 

a) To study the Malaysian Sign Language (MSL) and its structure. 

b) To develop a machine learning artificial intelligence model to detect types of 

gestures of sign language. 

c) To validate the functionality of developed MSL translator through a 

Computer Vision user interface. 
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1.4 Scope of Project 

 

 

          Figure 1.1  Scope of project 

 

From the Figure 1.1, under the detection, the laptop’s camera is used to detect the 

signing gesture. Followed by the process, the gesture detected will be processed by the 

TensorFlow and Mediapipe library for the image classification.  Lastly, the translation is 

displayed through the laptop screen. Similar for the speech-to-text, the microphone from the 

laptop will detect the voice input from the user and send it to Google’s server for processing 

and return it to the system for the program to display on the MSL translator interface. 

 

Generally, the scope of this project are as follows: 

a) Focuses on communication between the deaf and hearing people. 

b) Involves image classification that is run through TensorFlow and Mediapipe 

c) Using Computer Vision algorithm for the MSL translator user interface. 
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CHAPTER 2  

 

 

LITERATURE REVIEW 

2.1 Introduction 

This chapter explain the researches of literature related to this project. It contains 

of some work that already done by other researches or institutes. They have also described 

several concepts of this project in this chapter. This is because the understanding between 

theory and work will help much in preparing this project. Some of the past researches 

includes the usage of hardware and as the year progresses, the system are upgraded to better 

portability. 

2.2 Deafness 

In general, aging, genetics, exposure to loud noises for a long period of time are all 

the possible cause of having deafness [1]. Deafness occurs when a person could not 

understand of what is being said even the sound has been amplified [5]. Especially for 

children, as the hearing sensory of the ear could not function, it will also affect the 

development of talking and language skills [6]. How much noise interferes with speech 

perception depends on a variety of factors, including impairments in peripheral and central 

auditory function as well as general cognitive capacities such as awareness [7].   

2.3 Sign Language 

American Sign Language (ASL) is a fundamentally different language from 

English. It has its own rules for pronunciation, word creation, and word order, as well as all 

of the essential properties of language. Languages differ in how they signal distinct 
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functions, such as asking a question rather than delivering a statement. For example, English 

speakers may pose a question by raising their voices and modifying word order; ASL users 

raise their eyebrows, broaden their eyes, and lean their bodies forward to ask a question.  

ASL is a complete, natural language with similar linguistic features to spoken languages but 

different grammar than English. Hand and face movements are used to express ASL [8].  

Just like other languages, there are also other sign languages such as British Sign 

Language (BSL) and Malaysian Sign Language (MSL) just to name a few. BSL is a spatial 

and visual language that many beginners mistake for mime. The first crucial thing to 

understand is that BSL grammar differs significantly from that of everyday English. Despite 

the fact that both the United Kingdom and the United States of America speak English as 

their first language, British Sign Language differs from American Sign Language [2]. This 

indicates that, despite the fact that English is the primary language in various countries, the 

sign language used varies. 

Supposed that ASL and BSL are similar to each other but they are in fact completely 

different which takes about 30% of similarities between the signage even both languages are 

of one the same. Compared to ASL, BSL uses two hand to sign while the former uses one 

[9]. As per below Figure 2.3, the difference between the two sign languages is the used of 

hand to sign. 

 

              Figure 2.1  Differences between BSL and ASL 
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As for MSL, although it is based on American Sign Language (ASL), the two 

languages are considered separate. In turn, Bahasa Isyarat Malaysia (BIM) served as the 

foundation for Indonesian Sign Language. Malaysian deaf people use MSL, or Bahasa 

Isyarat Malaysia (BIM), for everyday communication. Despite the fact that MSL has been 

localised in specific regions or communities, most deaf persons can understand the standard 

MSL. As a result, the focus of this research is solely on the standard MSL specified by the 

Malaysian Federation of the Deaf (MFD), a competent body that monitors and maintains 

Malaysia's MSL [3]. 

2.3.1 Static and Dynamic Sign Language  

In terms of static sign language recognition, studies have explored the use of deep 

learning techniques such as convolutional neural networks (CNNs) and long short-term 

memory (LSTM) networks to classify static sign language gestures from video data. A study 

by Buckley et al. (2021) used a deep CNN model to developed real-time web-camera based 

of British Sign Language (BSL) recognition system and achieved an accuracy of 89% [10]. 

Another study by Joshi et al. (2022) proposed an action recognition sign language 

certification platform by using LSTM for ASL learning platform and achieved an accuracy 

of more than 98% [11]. These methods have shown promising results, with some studies 

achieving high accuracy rates in gesture recognition. 

Research on dynamic sign language recognition has also been conducted, with a 

focus on developing algorithms that can analyze the motion and dynamics of sign language 

gestures. Methods such as hidden Markov models (HMMs) have been used to model the 

temporal dynamics of sign language and improve recognition performance. A study by Lynn 
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et al. (2022) proposed a HMM-based approach to recognize dynamic hand gesture and 

achieved an accuracy of 92.86% [12]. 

2.4 Related Past Research 

Related past research has shown that the project related to the sign language has 

been evolving throughout the year from the usage of the hardware and to fully software 

based. It is clear that communication is a two-way process which in this case the sign 

language should not only help in healthy people understands, but also for the deaf to 

understand the conveyed information as well.  

2.4.1 Sensory Glove-Based 

One of the research is using portable sign language translator by using glove. The 

glove is integrated with a mobile phone application which uses both left and right hand. The 

device collects gesture posture with internal special sensors, realizes sign language posture 

using gloves, broadcasts sign language recognition results via mobile application, and allows 

non-deaf-mute individuals to accurately understand sign language [13]. 

Other research intends to integrate the glove with computer system using a 

technology of a flex sensor. The technology works by having the signer wear a sensor-based 

hand glove that is connected to a computer that automatically interprets the sign mode and 

translates it into the appropriate English alphabet or phrase. The sensor data for the signs are 

recorded by an Arduino and analyzed using the K-nearest neighbor (kNN) machine learning 

algorithm once the sign gestures have been taken using the glove [14]. 

Abdullah et. al develop a project where it improves the usefulness and mobility of 

Malaysian Sign Language (MSL) gestures by optimizing an inertial measurement unit (IMU) 

sensor-based technique. The optimization itself shows that arranging the sensors in specific 
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location that has a complementary behavior to each other increases the accuracy by more 

than 98% [15]. 

2.4.2 Computer-Based 

Apart from that, a computer visual-based using camera that acts as the device input 

has also taken the researches before to another stepping stone since that there are some of 

the micro-gestures that could not be detected by glove hence, the desired output could not 

be achieved. This method were designed with multiple attributes including authentication of 

user, recognition of the sign language, generation of the sign language, and services of 

remote communication. To be more specific, the system itself used PyQT user interface 

where once the user has logged into the system, option can be made to choose between sign 

language recognition and sign language generation. The former will capture the hand-

movement of the user where the output is English letters along with number from zero until 

nine that focuses on the ASL and Arabic numerical gestures. Whereas for the latter,  

detecting the user's voice or text and converting it to English, then again, converting the 

identified sign language pictures into a video display for the user [16]. 

Promila Haque et al. created a two-handed Bangla Sign Language Recognition 

system that recognises 26 different sign motions. The system is divided into three phases: 

data formation, training, and classification. It makes no use of instrumented wiring devices 

such as "data gloves" or supplementary hardware and markers. The proposed system can be 

used by anyone because it does not require any additional components. The system used 

were Principal Component Analysis (PCA) and K-Nearest Neighbors as their classification 

algorithm [17]. 
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2.4.3 Smartphone-Based 

Smartphone is undeniably an important medium for communication as it is more 

portable then a computer. Hence, the technology of the sign language recognition has 

migrated into a better mobility to carry everywhere. According to a research paper by Wang 

et al. (2018), speech to sign language using animation model were developed for Android 

phone that focuses on the Chinese Language. It is designed as a support to answer calls. In 

addition, it improves the interrogative expression of the system by using interrogative 

pronoun checking and an HMM-SVM model [18]. 

Another research involved a real-time sign language translation from several Indian 

languages and English with the use of authentication. The system called ‘Sign Translator’ 

that will detect speech as input where it will match the voice with the string and the suitable 

image connected with the string. Thus, it is then translated to Sign Language where healthy 

people will be able to convey their thoughts and translated into sign language where deaf 

individuals will be able to grasp the output and easily understand in their comfortable sign 

language [19]. 

“Hand Gesture Recognition System For Translating Indian Sign Language Into 

Text And Speech” were intended to use sensor-based system that is integrated to an android 

phone that works as a display. It caters specifically to the Indian Sign Language which 

converts to English Language and Malayalam Language in the form of text and speech. The 

gesture will be displayed on the Android phone if it is genuine, otherwise it will be captured 

again. Arduino UNO is the microcontroller used where on the other hand, HC 05 bluetooth 

module were utisilized to communicate wirelessly between the microcontroller and the 

Android phone [20]. 

Ku et al. makes use of an adaptive ensemble framework to effectively translate sign 

language from smartphone footage. For efficient execution on smartphones, the framework 
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implements a pose estimation technique. The proposed adaptation method is simple to adopt 

and delivers excellent results on smartphones. Unlike existing sign language translation 

technologies, their framework does not rely on special cameras and instead makes use of the 

standard camera on smartphones [21]. 

Table 2.1 Comparisons between the past research technologies 

Types of 
Technology 

Approach Advantage(s) Disadvantage(s) 

Sensory 
Glove-

Based [13] 
– [15] 

 Collects gestures posture 

using internal special 
sensors, realizes sign 
language using gloves, 
displays sign language 

recognition via the mobile 
application [13]. 

 Uses flex sensor hand 
glove with the sensor data 

for the sign recorded by an 
Arduino [14]. 

 Optimization of IMU 
sensor, reducing number 

of other sensor [15]. 

 Experiments 
have proven 

the system's 
viability and 
precision, and 
it has a wide 

range of 
potential 
applications 
[13]. 

 Abled to 
identify few 
phrases and 
English 

alphabet [14]. 

 Abled to 
achieve higher 

accuracy; more 
than 98% [15]. 

 Bulky 
equipments. 
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Types of 
Technology 

Approach Advantage(s) Disadvantage(s) 

Computer-
Based 

[16],[17] 
 Logged into system, 

choose between sign 

language recognition 
and sign language 
generation [16]. 

 Uses two-handed 

Sign Language 
Recognition (SLR) 
system on the static 
gesture [17]. 

 Accuracy at 
95.52 for both 

Arabic numerals 
and American 
Sign Language 
(ASL)[16]. 

 Recognizes sign 
with acceptable 
running time and 

accuracy with 
any background 
[17]. 

 

 Authentication is 
needed. 

 Data needs to be 
standardized for 
better readability. 

Smartphone-
Based [18]-

[21] 

 Sign Language 
Animation [18] 

 Speech to image 

conversion [19] 

 Gesture to Speech 
and Text displayed 

on Android [20] 

 Pose estimation 
through smartphone 
footage [21] 

 Good accuracy 
for interrogative 

recognition [18]. 

 Does not have to 
type in conveyed 

information [19]. 

 Consume low 
power and high 
accuracy [20] 

 Three specific 
words in videos, 
with a final 
identification 

accuracy of up to 
91% [21] 

 Needs update 
from time to 
time. 

 Not portable. 

 Needs a lot of 
facial expression. 

 Pose analysis 

might be 
insufficient. 

 

In Table 2.2, the three types of technology used in sign language systems are 

Sensory Glove-Based, Computer-Based, and Smartphone-Based. The Sensory Glove-Based 

system uses special sensors in gloves to collect gesture posture and displays recognition 

through a mobile app with high accuracy, but the bulky equipment is a disadvantage. 

Compared with the Computer-Based system, it uses a two-handed Sign Language 

Recognition system with acceptable running time and accuracy on any background, but  
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authentication is needed and data standardization can improve readability. As for the 

Smartphone-Based system, it uses pose estimation through smartphone footage and 

consumes low power with good accuracy for interrogative recognition, but the system needs 

updates and might not be portable, and facial expression and pose analysis might be 

insufficient. 

2.4.4 Summary 

The literature review concludes the past researches related to this project with its 

technology used during the project development as well as the upgraded system for better 

flexibility. As it contains the previous researches, the understanding between theory and the 

work will assist in developing this project.  
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CHAPTER 3  

 

 

METHODOLOGY 

3.1 Introduction 

This chapter provide an in-depth explanation of the system utilised in this project. 

This chapter is responsible for documenting the project's objectives and ensuring that the 

project operates well. The next chapter covers the method for advancing the bachelor's 

degree project and creating a framework for the project design. Additionally, this part of the 

method includes software explanations of the simulation and the issues encountered along 

the way.  

3.2 Flowchart 

 

             Figure 3.1  Training Data 
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From the Figure 3.1, as the gesture of the MSL is made, the system will capture the 

video frame by frame and made its classification. As it move to the next stage, the classified 

data are stored into each respective folder defined beforehand. Once the data and folder has 

been created, the system proceed to read the data images and by using the LSTM, the data 

images are trained using the LSTM. 

         

               Figure 3.2  Project Flowchart 
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From Figure 3.2, the process of using the MSL translator interface starts with 

choosing a translator option that are Sign Language Translator and Speech-to-Text. The 

program will prompt into Sign Language Translator when the user keys in “1”. Another 

window will pop-up on the screen showing the sign language translator. The sign language 

translator will process the gesture made once the user starts making the sign language 

gestures. The sign language gesture will be captured and sent into the LSTM system where 

it compares the input to the MSL signs and translation in the system. The system will then 

determines the most accurate translation and finally display the translation on the same 

window. The program will keep on translating until the key button “Q” is pressed. 

If the user keys in “2”, the program will prompt into the Speech-to-Text option 

where the program will ask the user to speak. Once the user speaks, the system will transmit 

the speech to Google’s servers where it processes the speech and convert it to text. Once it 

is done, the text is returned to the program and will be displayed on the screen. The program 

will keep on asking the user to speak until the close button is clicked. 

3.3 Equipment/Technology 

3.3.1 Dynamic Sign Language 

There are two main approaches to sign language translator that is the dynamic and 

static. In this development, the focus is mainly on the dynamic sign language. Dynamic sign 

language translator, is the process of analyzing continuous streams of sign language gestures 

and determining the corresponding word or phrase in real-time. This approach involves 

capturing a video of the signer and then analyzing the position and movement of their hands 

and fingers over time to identify the specific gesture being made. This can be done using 
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computer vision techniques such as motion tracking, gesture recognition, and deep learning 

algorithms. In this case, the approach of deep learning specifically on LSTM is used. 

3.3.2 Visual Studio Code 

Visual Studio Code (VSCode) is a versatile code editor that can be used in 

conjunction with LSTM deep learning using TensorFlow and MediaPipe. 

VSCode can be used to develop deep learning models using LSTM layers in TensorFlow 

and its high-level API tf.keras. With VSCode, Python code can be written to define and train 

LSTM models using TensorFlow. It can also run the code and debug it using the built-in 

terminal and the Python extension. The Python extension also provides features such as code 

completion, linting, and debugging, which can help to write and troubleshoot the code more 

efficiently. Additionally, the TensorFlow extension for VSCode to can be use train, evaluate, 

and debug TensorFlow models. 

VSCode also provides support for C++ and can be used to develop multimoda l 

applied machine learning pipelines using MediaPipe. VSCode provides a C/C++ extension 

that can help to write and troubleshoot  C++ code. The extension also to manage the build 

and run tasks, this is useful when working with MediaPipe, as it helps to build and run the 

MediaPipe examples and pipelines.  

All in all, Visual Studio Code can be used for developing deep learning models 

using LSTM layers in TensorFlow and multimodal applied machine learning pipelines using 

MediaPipe, its support for Python, C++ and its extensions make it a great tool for working 

on deep learning and multimodal applied machine learning projects. 
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3.3.3 Google’s Speech-to-Text 

Google’s Speech-to-Text technology uses a combination of machine learning 

algorithms and models to transcribe spoken words into written text. The technology has a 

wide range of applications, from dictation software to voice-controlled personal assistants, 

and has become an essential part of modern digital communication. 

The process of speech-to-text begins with speech recognition, where the audio input 

is transformed into a digital signal and analyzed to identify the individual sounds, or 

phonemes, that make up the speech. This step uses advanced signal processing techniques 

to filter out background noise and other interference, and to isolate the speech signal for 

further analysis. 

Once the individual sounds have been identified, the system uses a process called 

acoustic modeling to match the phonemes to a set of predefined models that represent the 

sounds of a particular language. This step uses machine learning algorithms to analyze the 

audio and identify the most likely phonemes. The system can be trained on a variety of 

different languages and dialects, allowing it to transcribe speech in many different languages 

where in this case is using an English Language. 

The next step is language modeling, where the system uses a language model to 

analyze the context and grammar of the speech, and to determine the most likely word or 

phrase that corresponds to the sounds. This step is critical to the accuracy of the transcription, 

as it allows the system to account for variations in pronunciation, accent, and speaking style.  

Finally, the system generates a written transcript of the speech, which is then 

returned as the output of the system. The output can be in the form of a simple text transcript, 

or it can include additional information such as speaker identification and confidence scores. 
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3.3.4 Long-Short Term Memory 

Long Short-Term Memory (LSTM), is a type of recurrent neural network that is 

well-suited for dynamic sign language and modeling temporal sequences. It has been widely 

used in a variety of tasks, including sign language language detection and language 

translation. The LSTM process input frames of varying lengths and to learn and utilize the 

temporal structure of sign language image sequences for the recognition purposes [22]. 

The first step in using LSTM for sign language detection is to gather a dataset of 

sign language examples. This can be done by recording videos of individuals signing and 

transcribing the corresponding text. It is important to have a diverse set of signs and signers 

in the dataset, as this will improve the generalizability of the model. 

Next, the dataset must be preprocessed and formatted in a way that is suitable for 

input into an LSTM model. This involve converting the videos into sequences of image 

frames, and then extracting features from these frames using techniques such as edge 

detection or texture analysis. The extracted features should be normalized and standardized 

to ensure that the model can learn effectively. Once the dataset has been preprocessed, it can 

be used to train the LSTM model. This involves specifying the architecture of the mode l, 

such as the number of layers and the size of the hidden states. The model is then trained 

using an optimization algorithm.  

After training is complete, the model can be evaluated on a separate test set to assess 

its performance. Common evaluation metrics for sign language detection include accuracy, 

precision, and recall. If the model's performance is not satisfactory, the architecture of the 

model or the preprocessing steps may need to be modified and the model re-trained. 
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3.3.5 TensorFlow 

Deep learning is a learning technique based on artificial neural networks that is  

becoming increasingly popular where it goes under the subfield of machine learning. While 

traditional machine learning algorithms assume classification methods to be either 0 or 1, 

deep learning can produce numerical results in the range of 0 to 1. Hence, the fundamental 

benefit of deep learning over typical machine learning approaches is that it performs better 

in a variety of situations, especially when learning from enormous datasets [23]. As a result, 

more accurate responses to the current problem can be obtained, and classification systems 

can attain faster and higher accuracy levels. One of the medium that can be used is known 

as TensorFlow. 

TensorFlow is an open source machine learning platform that runs from start to end. 

It has a large, flexible ecosystem of tools, libraries, and public resources that allow 

academics to advance in machine learning and developers to quickly create and deploy 

machine learning applications. At its foundation, TensorFlow relies on dataflow graphs with 

mutable state [24]. The dataflow itself is a depiction of the flow of data in any process or 

system which is image classification. 

Image classification is one of the algorithm used under deep learning where it can 

classify the features retrieved from the original photographs and differentiate between 

different types of images. A thematic maps would then be produced as the data has been 

categorized. Image classification is one of the highest accuracy and most stable results. This 

is because the mapping relationship are describe accurately by the regression neural network. 

The said mapping are of the image categories, image classification input vectors. In addition, 

it could differentiate between numerous image classification categories therefore, the ideal 

image classification results can be produced [25].  
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By making sure that the data feed into the system is producing optimal result, data 

augmentation is needed. Data augmentation is included as a data analysis where it is used 

when overfitted data models can benefit to make them more generalizable. By adding 

changed copies of previously existing data, it helps in managing and acts as a stabilizer for 

the overfitting data. In short, data augmentation helps in improving the accuracy models of 

the output result by creating varieties of the model [26]. 

3.3.6 Mediapipe 

MediaPipe is a framework used for a real-time analysis of video and audio. A 

sizable number of human body detection and tracking models are available from MediaPipe, 

and they are all trained using Google's largest and most varied dataset. They serve as the 

skeleton of nodes, edges, or markers, tracking important places on various body sections 

[27]. In this case, it is possible for the suggested framework to identify a hand in the input 

image and to use machine learning to identify important points or landmarks in a hand from 

a single frame [28]. 

3.3.7 OpenCV 

The purpose of OpenCV in a sign language translator is to provide the tools 

necessary to capture and pre-process the video of sign language gestures. This includes 

cropping the video to focus on the hands and fingers, converting the video to grayscale, and 

performing other image processing operations to enhance the quality of the video. 

OpenCV also provides a wide range of feature extraction and object detection 

algorithms that can be used to identify and locate the hands and fingers in the video. These 

algorithms can be used to extract relevant features from the detected hands and fingers, such 

as the position and shape of the fingers. 
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Additionally, OpenCV can be used to perform real-time video processing, which is 

essential for a sign language translator that needs to provide translations in real-time. This 

allows the model to process the video as it is being recorded, and provide translations in near 

real-time. 

3.3.8 Data Collection 

3.3.8.1 Keypoints 

Keypoints are created using MediaPipe holistic to draw the landmarks which 

utilizes the pose of the face and hands. It generates a total of in this case, a 21 hand landmarks 

per hand. The point of creating the landmarks is to help for holistic tracking in the testing 

part. 

 

               Figure 3.3  Hand and Face Keypoints 

Figure 4.1 shows the screenshot of using OpenCV to open the camera and start 

detecting the hands and face using the holistics of MediaPipe. All the landmarks data is then 

saved into an extracted keypoint values and saved into a .npy file format. The format itself 

preserves every landmarks and keypoints information required to accurately reconstruct the 

array. 
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3.3.8.2 Array Folders 

The data collected will be saved into 3 sets of sign language folder in the Figure 3.4 

which within each folder contains 30 data sets of video files in Figure 3.5. Each video files 

will also contains 30 sets of frame in length counting from 0 until 29. 

 

 

         Figure 3.4   3 sets of Sign Language Folder 

 

 

           Figure 3.5  30 sets of Videos 
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3.3.8.3 .npy Files 

Through this part, a data collection is made by again using the openCV function 

and calling back the keypoints made beforehand in the previous part of creating landmarks 

and keypoints and recreating the array. It is then captured the movement made according to 

each sign language in a loop until the condition is satisfied which in this case is a total of 30 

datasets of video in each sign, with 30 frame per video. It will save the data in the form of 

.npy format. 

 

             Figure 3.6  30 sets of Frame in 1 Video 

3.3.9 Summary 

This chapter concludes the proposed the in-depth methodology to develop a new 

approach in translating Malaysian Sign Language (MSL) and Speech-to-Text. The main 

focus of the proposed methodology is in accomplishing the objective in such a way that it 

would be less complicated. The endmost intend of the method is not to obtain many classes 

of data sets, instead, it is for easy and functionality MSL translator interface. 
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CHAPTER 4  

 

 

RESULTS AND DISCUSSIONS 

4.1 Introduction 

This chapter presents the results and analysis on the development of a Malaysian 

Sign Language (MSL) interface translator and Speech-to-Text. The outcome of the project 

are aligned with what is stated in the objective. 

4.2 Results and Analysis 

4.2.1 Interface 

The interface of the program is shown as Figure 4.1 below. The interface will have 

a user option to choose from. The options are the Sign Language Translator, and Speech-to-

Text. Each of the option has a number to them that is 1 and 2 for the user to enter and make 

a selection. 

 

           Figure 4.1  Interface of the Computer Vision 
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Once the option is typed as “1”, the sign language translator is prompted and from 

the Figure 4.2, the program will show an interface with a blue line at the top to show the 

recent prediction when the sign language gesture is predicted.  

 

 

           Figure 4.2  Interface before Sign Language Translator 

4.2.2 Translator 

The program will then predict accordingly to each of the sign tallied in the array of 

data collected earlier as of Figure 4.3, Figure 4.4, and Figure 4.5 . The gesture made can be 

predicted accurately as per the figure below, where the three arrays are of “Hai”, “Tak”, and 

“Terima Kasih”. 
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             Figure 4.3  Detection of “Hai” 

 

 

            Figure 4.4  Detection of “Tak” 
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              Figure 4.5  Detection of “Terima Kasih” 

 

If the option chosen is “2”, the user will be prompted to the Speech-to-Text option. 

The Speech-to-Text will first display “Please speak, Recognizing...”. The user then may 

input their voice and the Speech-to-Text will display the speech in the form of text. The 

initial Speech-to-Text interface is as below figure.  

 

 

           Figure 4.6  Speech-to-Text option interface 
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           Figure 4.7  Example of “hello” translation to text 

 

From the Figure 4.7 above, an example of speech “hello” is input into the Speech-

to-Text and will display the translation in the form of text with its confidence rate. Once the 

speech has been translated into text, it will further prompt the program to ask the user to 

input the next speech. 

4.2.3 Analysis 

Data is of the probability over a 2000 epochs on each of the category of 

classification that is the “Hai”, “Tak”, and “Terima Kasih”. It is seen that the accuracy has 

shown an increase of higher accuracy as the number of data increases. The high accuracy 

indicates a better prediction of the Malaysian Sign Language (MSL) in the MSL translator 

interface. At about 500 epochs, the training data leads to a better fit of the model to the 

training data from the Figure 4.8. Similarly the loss of accuracy decreases as the number of 

epochs increases from the Figure 4.9. The last epoch shows the accuracy of the trained data 

as of Figure 4.10. 
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                Figure 4.8  Graph of Accuracy of the Trained Data 

 

 

               Figure 4.9  Graph of Loss accuracy of the Trained Data 

 

 

            Figure 4.10  Accuracy of the Trained Data at 2000 Epochs 
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The rate of confidence of the Speech-to-Text can also be seen to from the interface 

of the Speech-to-Text. From the Figure 4.11, the rate of confidence shows 95.6% for the 

example of sentence used that is “system testing”. 

 

 

                Figure 4.11  Rate of confidence of “system testing” 

4.3 Summary 

The goal of a sign language translator is to provide a means of communication for 

individuals who are deaf or hard of hearing, allowing them to communicate with individua ls 

who do not understand sign language. The results of sign language translator show that it is 

able to translate the three sign languages. The model is able to translate signs even when the 

signing is performed at two different lighting conditions. Additionally, the system is able to 

handle multiple signs at once and provide translations in real-time. It is important to 

continually monitor the model's performance to ensure its continued accuracy and relevance. 

Speech-to-text is a technology that converts spoken words into written text. The results of 

speech to text technology show that it can transcribe and provide real-time transcriptions. 
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CHAPTER 5  

 

 

CONCLUSION AND RECOMMENDATIONS  

5.1 Conclusion 

In conclusion, the development of a Malaysian Sign Language (MSL) translator 

using Long Short-Term Memory (LSTM), a type of deep learning algorithm, to model the 

relationships between MSL signs with their corresponding translations and Speech-to-Text 

to assist in the understanding of  Malaysian Sign Language (MSL) is successfully developed 

along with the Speech-to-Text. It also has the potential to significantly improve the way of 

receiving information  by enabling the system to help in the two way communication 

between the deaf and hearing people. 

However, there is still room for improvement and further research in this area. For 

example, the current MSL translator may still struggle with ambiguous or complex signs, or 

may not be able to handle variations in MSL usage among different individuals or 

communities. 

One potential solution is to improve the quality and diversity of the training dataset, 

which can help the LSTM model learn to handle a wider range of signs and translations. 

Additionally, there may be opportunities to incorporate additional information, such as 

context or facial expressions, to assist the translation process. 

In the future, it would also be interesting to explore other approaches. This could 

potentially make the application more user-friendly and accessible to a wider audience. 

Overall, the development of an MSL translator using LSTM and speech-to-text has the 

potential to greatly improve the communication and accessibility for  both the hearing and 

deaf individuals who use MSL as their primary means of communication in Malaysia. 
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5.2 Future Works 

One potential future improvement for this MSL Sign Language Translator and 

Speech to Text Application would be to incorporate natural language processing (NLP) 

techniques to improve the accuracy and fluency of the translations. NLP is a field of artificial 

intelligence that focuses on the interaction between computers and human languages, and it 

can be used to analyze and understand the meaning and structure of human language. By 

incorporating NLP techniques, a deeper understanding of the context can improve the 

analysis and mining of the data. NLP allows for this by using the communication structures 

and patterns of humans [29]. 

Apart from that, A mobile application can also be implemented to bring several 

benefits to the translator. One of the main benefits of a mobile application is convenience. 

With a mobile application, users can access the sign language translator at any time and 

place. This means that users can use the translator whenever they need to communicate with 

others, even when they are on the go. This is particularly useful for users who need to 

communicate in real-time, such as when they are out in public or in a meeting. Additionally, 

a mobile application can be designed to work offline, which means it can still provide 

translations even when there is no internet connection. This is particularly useful for users 

in areas with poor internet connectivity, as they can still use the translator even when they 

are offline. 

Another potential improvement would be to incorporate multi-modal learning, 

which involves training the model on multiple types of input data, such as face emotion, text, 

and audio data. Sometimes, it is not clear what is the conciseness of ones gesture to give 

certain meanings if it only relies on one dimension only. The use of multi-modal data for 

deep machine learning has shown promise when compared to uni-modal approaches with 

fusion of multi-modal features resulting in improved performance in several applications 
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[30]. This could allow the model to make use of additional information, such as the emotion, 

tone, and inflection of speech to improve its translations. The Speech-To-Text can be 

improved by incorporating a diverse language library such as Alexa Library, and Siri 

Library. 

Other than that, the MSL sign language translator could also implement a cloud-

base deployment to allow for easy scaling of the system to accommodate more users and 

more data. This means that the system can handle an increased number of requests and 

provide a better service for users. It can also be an easier maintenance and updates of the 

system where the providers typically handle the maintenance and updates. 

Finally, it would be useful to develop an app with other assistive technologies such 

as augmented reality to further improve accessibility for deaf and hard of hearing individua ls.  

5.3 Potential Commercialization 

One potential commercialization opportunity is mobile applications. A mobile 

application version of the translator can be developed and made available for download on 

app stores such as Google Play Store or Apple App Store. The application can be free or 

offered as a paid version with additional features. This can make the translator more 

convenient for users, as they can access it from anywhere and at any time. 

Another potential commercialization opportunity is educational institutions. The 

translator can be used in educational institutions to help students who are deaf or hard of 

hearing to better understand lectures and class discussions. It can also be used in special 

education classes. This can help to improve the education experience for deaf students and 

make it more inclusive for them. 

Other than that, businesses is also a great opportunity for the translator. It can be 

used in businesses to help employees who are deaf or hard of hearing to better communicate 
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with their colleagues and clients. It can also be used in customer service centers to help deaf 

customers. This can improve the efficiency and accessibility of businesses and help to 

improve customer service. 

Government organizations could also be a key area where the translator can be used. 

It can be used in government organizations such as hospitals, courts, and government offices 

to help deaf individuals better access services. This can help to improve the accessibility of 

government services for the deaf community. 

Last but not least, video conferencing is an opportunity for the translator where it 

can be integrated into video conferencing software, such as Zoom or Skype, to help deaf 

participants in online meetings or classes. This can make online meetings and classes more 

inclusive for the deaf community. 
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APPENDICES 

Appendix A  PSM 1 Gantt Chart 

PROJECT PLANNING PSM 1 

 2022 

MARCH APRIL MAY JUNE 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

  PSM1               

Proposed Project               

 Decide project title (Change in the 4th week)               

 Meeting with supervisor, discussion on project 

content 

              

 Identify objective, problem statement & scope of 

project. 

              

Report Writing               

 Chapter 1 writing               

 Chapter 2 writing               

 Chapter 3 writing               

Project Research:               

 Finding related past research               

 Finding software to use               

 Data acquisition               

Project deliverable (PSM1):               

 Completing report until Chapter 5               

 Submission PSM1 report               

 Presentation PSM1               
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Appendix B  PSM 2 Gantt Chart 

 

 

PROJECT PLANNING PSM 2  

 2022/2023 

OCTOBER NOVEMBER DECEMBER        JANUARY 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

  PSM2                

Project Development                

 Meeting with supervisor, discussion on project 
content 

               

 Development of the project (Data collection, 
Data Training, Data Testing, Software 
Development, Software Testing) 

               

Report Writing                

 Chapter 3 alteration                

 Chapter 4 writing                

 Chapter 5 alteration                

Project Research:                

 Finding related past research                

 Finding software alternatives                

Project deliverable (PSM2):                

 Completing all chapters in report                

 Submission PSM2 report                

 Presentation PSM2                




