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ABSTRACT 

The main purpose of this project is to compress video sequence using Block 

Matching Motion Estimation coding standards. To achieve high compression ratio in 

video d i g  techniques many previous fast block-matching algorithms have been 

proposed and developed. One of these, which are proposed for the implementation in 

this project, is called Three Step Search (TSS) Algorithm. This implementation is using 

MATLAB software. While developing this algorithm coding, there is a certain guideline 

that must be followed in order to ensure the project is completely finished without facing 

much difficulty. At the end of this project, TSS Algorithm for motion estimation 

techniques has been successfully implemented. The performance of this algorithm is 

compared to other common algorithms in terms of Peak Signal to Noise Ratio (PSNR), 

number of search points required and computational complexity. 



Tujuan utama projek ini adalah untuk memampatkan pengekodan video dengan 

menggunakan kaedah pengekodan persamaan blok. Untuk mencapai nisbah kemampatan 

yang tinggi dalam teknik pengekodan video, banyak algoritma blok sepadan telah 

dicadangkan dan dibangunkan untuk kaedah ini. Salah satu algoritma yang dicadangkan 

untuk dilaksanakan dalam projek ini adalah Three Step Search (TSS) Algorithm. 

Pelaksanaan ini menggunakan perisian UATLAB. Terdapat garis panduan tertentu yang 

perlu dipatuhi dalam melaksanakan projek ini bagi memastikan projek ini dapat 

disiapkan dengan sempuma tanpa berhadapan dengan sebarang masalah. Di penghujung 

projek ini, algoritma TSS telah Berjaya disimulasikan di dalam MATLAB. Prestasi 

algoritma ini dibandingkan dengan algoritma yang lain melalui Peak Signal to Noise 

Ratio(PSNR), bilangan titik pencarian yang diperlukan dan kerumitan dalam 

pengkomputeran. 
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CHAPTER I 

INTRODUCTION 

1.1 Introduction 

Nowadays, with the increasing demand of multimedia applications, large efforts are 

needed for efficient video compression and encoding algorithms. Video compression is 

use because video sequence consists of much redundant information which must be 

exploited in order to be stored and transmitted efficiently. To achieve high compression 

ratio in video coding techniques, a method called Block Matching Motion Estimation is 

widely used in various coding standards. Motion estimation (ME) plays an important 

role in motion compensated image sequence coding. This technique is used because it 

has proven to be an effective technique for exploiting the temporal redundancy in video 

sequences. 

Many previous fast Blocks Matching Algorithms (BMA) have been proposed 

and developed for this method. For example, the New Three Step Search (NTSS), the 

Four Steps Search (FSS), the Block Based Gradient Descent Search (BBGDS), the 

Diamond Search @S), and Cross Search (CS). These algorithms have different 

technique and process for video compression. 



One of these, which is proposed for the implementation in this project, is called 

Three Step Search (TSS) algorithm. The aim of this algorithm is to find the optimum 

motion vector (MV) with minimal number of search points along the search process. 

The performance of this algorithm is compared to other common algorithms in terms of 

Peak Signal to Noise Ratio (PSNR), number of search points required and computational 

complexity. 

1.2 Objectives 

The objectives of this project are: 

1) The project aimed to investigate one of the BMA available, known as 

TSS Algorithm. 

2) To implement the algorithm using MATLAB. 

3) To analyze its performance compared to other common BMA. 

1 3  Problems Statement 

There are several techniques used in video coding to achieve high compression. 

BMA is one of common techniques that is being used. Since there is a lot of BMA fast 

algorithms have been developed, it is difficult to choose the best algorithm to be 

implemented. 

1.4 Scope of Work 

The scopes of work for this project can be divided into two: 



1) Acquisition of information involving background theory on Motion 

Estimation, Block Matching Algorithm, MATLAB, Three Step Search 

(TSS) Algorithm, and video coding techniques. 

2) Implementation of Three Step Search (TSS) Algorithm using MATLAB 

also performance and result analysis. 

1.5 Thesis Layout 

Chapter 2 consists of theories and background on video motion compensation and ME 

technique. This is followed by theories of block matching and its algorithms. In this 

chapter the advantages of using MATLAB are also given. 

The overview of the methodology used in this project is described in Chapter 3. Details 

fkom the beginning of the project until the end of this project explained in this chapter. 

Project is started with data acquisition and literature review. Step one in MATLAB is 

extracting video sequence into h e .  This is followed by BMA and implementation of 

TSS algorithm implementation. Then the predicted h e  is constructed followed by 

performance and results analysis. 

Experimental and simulated results are given in Chapter 4. The result is dividing into 2 

parts. For the first part, only TSS algorithm is implemented into the standard video 

sequence. PSNR and search point performance of the algorithm is shown. For the second 

part the comparison of the TSS algorithm, CDS algorithm and NTSS algorithm are 

made. 

Chapter 5 consists of the discussion of the result obtained and the performance of the 

algorithm. The performance of each algorithm is compared to determine which is better. 

This part also has the conclusion of the project and suggestion for future work. 



CHAPTER I1 

LITERATURE REMEW 

2.1 Motion Estimation (ME) 

ME is a one of the key elements of many video compression schemes. A 

video sequence consists of a series of frames. To achieve compression, the temporal 

redundancy between adjacent frames can be exploited. That is, a frame is selected as 

a reference, and subsequent frames are predicted fiom the reference using a 

technique known as ME. The process of video compression using ME is also known 

as interfiame coding [I]. 

In a sequence of frames, the current frame is predicted fiom a previous h m e  

known as reference h e .  The current frame is divided into macroblocks, typically 

16 x 16 pixels in size. This choice of size is a good trade-off between accuracy and 

computational cost. However, ME techniques may choose different block sizes, and 

may vary the size of the blocks within a given frame. 

Each macroblock is compared to a macroblock in the reference frame using 

some error measure, and the best matching macroblock is selected. The search is 

conducted over a predetermined search area. A vector denoting the displacement of 

the macroblock in the reference frame with respect to the macroblock in the current 

m e  is determined. This vector is known as MV. 



When a previous frame is used as a reference, the prediction is referred to as 

forward prediction. If the reference fiame is a &re frame, then the prediction is 

referred to as backwards prediction. Backwards prediction is typically used with 

forward prediction, and this is referred to as bidirectional prediction [2]. 

2.2 Motion Compensation (MC) 

In video compression, MC describes a picture in terms of where each section 

of that picture came from, in a previous picture. This is often employed in video 

compression. It can also be used for deinterlacing. A video sequence consists of a 

number of pictures usually called frames. Subsequent frames are very similar, thus 

containing a lot of redundancy. Removing this redundancy helps achieve the goal of 

better compression ratios [I]. 

A first approach would be to simply subtract a reference h e  from a given 

frame. The difference is then called residual and usually contains less energy or 

information than the original fiame. The residual can be encoded at a lower bit-rate 

with the same quality. The decoder can reconstruct the original frame by adding the 

reference frame again. 

A more sophisticated approach is to approximate the motion of the whole 

scene and the objects of a video sequence. The motion is described by some 

parameters that have to be encoded in the bit-stream. The pixels of the predicted 

frame are approximated by appropriately translated pixels of the reference lime. 

This gives much better residuals than a simple subtraction. However, the bit-rate 

occupied by the parameters of the motion model must not become too large. 

Usually, the frames are processed in groups. One frame (usually the first) is 

encoded without MC just as a normal image. This fiame is called I-pame (intra- 

coded frame, Motion Picture Expert Group (MPEG) terminology) or I-picture. The 

other frames are called P-fiames or P-pictures and are predicted from the I-lime or 

P-frame that comes immediately before it. The prediction schemes are, for instance, 



described as IPPPP, meaning that a group consists of one I-frame followed by four P- 

fiames. 

Frames can also be predicted h m  &re b e s .  The future frames then need 

to be encoded before the predicted frames and thus, the encoding order does not 

necessarily match the real b e  order. Such h m e s  are usually predicted h m  two 

directions, i.e. fiom the I- or P-frames that immediately precede or follow the 

predicted fiame. These bidirectional predicted frames are called B-frames. A coding 

scheme could, for instance, be IBBPBBPBBPBB [3]. 

23 Variable Block-Size Motion Compensation (VBSMC) 

VBSMC is the use of Block Motion Compensation (BMC) with the ability for 

the encoder to dynamically select the size of the blocks. When coding video, the use 

of larger blocks can reduce the number of bits needed to represent the MVs, while 

the use of smaller blocks can result in a smaller amount of prediction residual 

information to encode. Older designs such as H.261 and MPEG-1 video typically use 

a fixed block size; while newer ones such as H.263, MPEG-4 Part 2, H.264lMPEG-4 

AVC, and VC-1 give the encoder the ability to dynamically choose what block size 

will be used to represent the motion [4]. 

2.4 Video Compression 

MPEG-1 is an IS0 standard developed by the Moving Pictures Expert Group. 

It was developed for Video CDs (WD). While VCDs never became popular because 

movies were broken into several CDs, the standard gained acceptance in a variety of 

other applications. Most of the MPEG files found on the internet are MPEG-1 files. 

In addition, the output of digital video cameras is o h  in an MPEG-1 stream. In 

short, MPEG-1 is a digital video compression standard which has gained wide 

acceptance in the past decade [5].  



Before the information encoded can be applied in an MPEG video, what 

information is encoded in an MPEG must be thoroughly understood. MPEG seeks to 

compress digital video as much as possible while still maintaining a high quality 

picture. The first step in the compression process involves switching from the RGB 

color space to the YCrCb color space. YCrCb describes a color space where the three 

components of color are luminance, red chrominance, and blue chrominance. This 

switch is made because the human eye is less sensitive to chrominance than it is to 

luminance. Chrominance data can then be sampled at a quarter the rate of luminance 

data. 

The next step in compression involves reducing spatial redundancy. This is 

done using essentially the same methods as Joint Photographic Experts Group 

(PEG). The image is divided into 16 x 16 pixel macroblocks. Each macroblock 

contains 16 x 16 luminance pixels, and 8 x 8 red~blue chrominance pixels. The 

luminance block is then split into 4 8 x 8 blocks. Now, there are 6 8 x 8 blocks on 

which a Discrete Cosine Transform @CT) is performed. The DCT coefficients are 

quantized, filtered, and then stored. 

The next step in compression is intended to reduce temporal redundancy. The 

first step in this process is to divide a series of frames into a group of pictures (GOP) 

and then to classify each frame as either I, P, or B. The usual method is to break a 

video into GOPs of 15 frames. The first frame is always I frame. In a 15 frame GOP, 

it is common to have two B frames after the I frame, followed by a P frame, followed 

by two B frames.. 

The classification of a frame as I, P, or B determines the manner in which 

temporal redundancies are encoded. An I frame is encoded " h m  scratch", just as 

described above. However, a P frame is encoded by breaking the image into 

macroblocks, and then using a matched filter, or a similar setup, to match each 

macroblock to a 16 x 16 pixel region of the last I frame. Once the best match is 

found, the MV is assigned to that macroblock, and the error between the DCT 

coefficients of the current macroblock and the region it is being compared to from 

the I frame is encoded (as DCT coefficients). A B frame differs from a P frame only 

in that the above step is performed twice, once relating a macroblock in B to a point 


