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ABSTRACT

"Multi-agents system" is a term used to describe a group of agents connected to achieve

specified control tasks over a communication network. These agents are required to

reach an agreement upon certain conditions proposed to reach "containment". This

study investigates the containment control problem of the leader-follower configura-

tion in a multi-agents system with a type of non-linearity such as input time delay

with respect to a continuous-time and directed spanning forest communication network

topology. Control theory and the Laplacian network topology are applied to construct

and propose a state feedback containment controller that employs the relative informa-

tion of each agent. The design controller and containment problem has been achieved

in this project where the system is designed with 4 different network topology; Di-

rected, undirected, directed with strongly connected agents and not strongly connected

agents. All agents successfully achieved containment through out the system despite

the time delay inserted. The stability analysis is done based on Lyapunov stability the-

ory. The goals for this project has been met as all agents able to reach containment and

have a stable system. The simulation results of the proposed controllers were shown to

prove their theoretical validity. Adding more non-linearities and leaders in one system

and applying the current system into a real life project is recommended for future work

to improve the system and so that the stability of the system can be proven better.
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ABSTRAK

""Sistem berbilang ejen" ialah istilah yang digunakan untuk menggambarkan sekumpu-

lan ejen yang disambungkan untuk mencapai tugas kawalan tertentu melalui rangka-

ian komunikasi. Ejen-ejen ini dikehendaki mencapai persetujuan atas syarat-syarat

tertentu yang dicadangkan untuk mencapai "pembendungan". Kajian ini menyiasat

masalah kawalan pembendungan konfigurasi pemimpin-pengikut dalam sistem berbilang

ejen dengan jenis bukan lineariti seperti kelewatan masa input berkenaan dengan

topologi rangkaian komunikasi hutan rentang masa berterusan dan terarah. Teori

kawalan dan topologi rangkaian Laplacian digunakan untuk membina dan mencadan-

gkan pengawal pembendungan maklum balas keadaan yang menggunakan maklumat

relatif setiap ejen. Pengawal reka bentuk dan masalah pembendungan telah dica-

pai dalam projek ini di mana sistem direka bentuk dengan 4 topologi rangkaian yang

berbeza; Diarahkan, tidak diarahkan, diarahkan dengan ejen yang berkait rapat dan

ejen tidak berkait kuat. Semua ejen berjaya mencapai pembendungan melalui sis-

tem walaupun kelewatan masa dimasukkan. Analisis kestabilan dibuat berdasarkan

teori kestabilan Lyapunov. Matlamat untuk projek ini telah dicapai kerana semua ejen

dapat mencapai pembendungan dan mempunyai sistem yang stabil. Keputusan simu-

lasi pengawal yang dicadangkan ditunjukkan untuk membuktikan kesahihan teorinya.

Menambah lebih banyak bukan lineariti dan peneraju dalam satu sistem dan menggu-

nakan sistem semasa ke dalam projek kehidupan sebenar disyorkan untuk kerja masa

depan untuk menambah baik sistem dan supaya kestabilan sistem dapat dibuktikan

dengan lebih baik.
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CHAPTER 1

INTRODUCTION

1.1 Brief Overview

Cooperative Control of Multi-agents System (MAS) has become one of the most fas-

cinating study fields in recent years. Due to its application in evaluating and creat-

ing coordinating behaviours among agents in multi-agent frameworks, consensus and

containment control in multi-agent systems is becoming progressively popular among

researchers. Cooperative control entails working with a group of agents to achieve

collective group behaviour via local interaction.

Cooperative control of multi-agent systems has been studied and applied in a variety

of settings. Multi-agents are used in a variety of areas, including formation control,

flocking, coverage control, project and role assignment, and other cooperative activi-

ties. For example, in [1] assessments on flocking control method for UAV groups were

explored,as were system uncertainties and unknown disturbance in [2].

According to [3], in a multi-agents system involving the systems and control commu-

nity, the agents are generally dynamically disconnected from one another, implying

the need for cooperation in terms of information sharing between the agents in order to

achieve collective behaviour. In this case, each agent requires data from other agents

via a direct sensing or communication network, which is often depicted as a graph with

nodes.
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Recently, much progress has been made on both leaderless and leader-following con-

sensus problems (see [4–8] and references therein). Although the leader-following

consensus problem for multi-agent systems with a single leader is intriguing, the leader-

following problem for multi-agent systems with numerous leaders is sometimes more

interesting. The goal of the containment problem is to guide all of the followers into

the convex hull spanned by the leaders. Because of its vast applicability in swarm

robotics, academics have given a lot of attention to the containment control problem in

recent years. [9–12]. In [13], the containment control problem is investigated in both

continuous-time and discrete-time domain.

Containment control evolved from consensus control, in which each member is re-

ferred to as an agent or subsystem, and the group is referred to as a multi-agent system.

Consensus must first be obtained before containment can take place. When the group

reaches a consensus, one single outcome is obtained, which is followed by all mem-

bers or agents in the group. The state feedback containment controller that uses each

agent’s relative information is developed and proposed using control theory and the

Laplacian network structure. According to the design of the controller, the leaders are

responsible for creating the convex hull form, which is responsible for containing the

followers. For containment to take place, there must be at least one leader who is able

to maintain an open line of communication with the followers, whereas in consensus

control, there must be no more than one leader at any given time. Following a study of

the network structure, the Lyapunov stability theory is referred to in order to derive the

stability conditions. The Laplacian matrix must only have a simple zero eigenvalue as

one of the containment control’s requirements.

1.2 Objectives

• To model the containment control system problem for multi-agents system

• To design state feedback containment controller for multi-agents system

• To analyze the stability of the system with and without the non-linearity elements
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• To validate the performance of the controller for a multi-agent system using

MATLAB and Simulink

1.3 Problem Statement

Each agent’s ability to establish a consensus outcome is one of the issues associated

with the multiagent system. The same holds true for containment control. Incorpo-

rating the non-linearity factor into the system exacerbates this issue, leading in a non-

consensus and non-containment outcome. In recent years, the containment challenge

for multi-agent systems has received increasing attention. The issue is met frequently

in the real world, such as in distributed computation, flocking, formation flight, and

traffic congestion control. A system where the leader is able to contain all the follow-

ers by introducing some virtual/actual leaders or containment control system to guide

the agents to move about safe places is required to ensure that a group of autonomous

agents or robots does not wander into a dangerous location that could result in a non-

containment output.

1.4 Scope of Work

To meet the project’s objectives, a particular scope must be specified. Modeling a

linear multi-agents system using state-space approach is the first step. This model

can be achieved by carefully examining the Laplacian matrix generated by the agents’

network topology, in which each agent is connected via a directed graph. Before in-

troducing non-linearity features, we conduct a simulation to ensure that the system is

operational. Then, aspects of nonlinearity, such as time delay, are introduced into the

system, rendering it unstable. A nonlinear containment controller is intended to main-

tain system stability. The controller’s ability to stabilise the system will be validated

by experimental simulations.
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1.5 Project Outline

This research is divided into five chapters. Chapter 1 briefly describes the background

of the study regarding the Nonlinear Containment Control for Multi-Agents System.

This section includes the problem statement, project objectives, and scope of work.

Chapter 2 reviews the literature review discussing the mathematical preliminaries of

consensus control, and it addresses the mathematical aspects and notations required

for consensus control to function correctly. Some preliminaries introduced are graph

theory, adjacency matrix, Laplacian matrix, Kronecker product, and the fundamental

Lyapunov stability theorem. All these are pointed out in connection to help design the

controller.

Chapter 3 is about the methodology. This chapter focuses on the project flow chart of

the whole project flow. This chapter also will elaborate more on steps taken to achieve

the project results.

Chapter 4 covers all the results that show the step-by-step for the system to reach

containment. This chapter will show all the details of the mathematical calculation

parts. This chapter also discusses the final results obtained from the previous chapter.

The explanation of the results and findings of the project will be discussed in more

detail.

Chapter 5 is the final chapter in the thesis, which summarizes all the results and find-

ings from previous chapters. The achievement of this project will be highlighted based

on the objectives. Future work will also be included so the improvement can be made

for the further research plan.



CHAPTER 2

BACKGROUND STUDY

2.1 Introduction

This chapter discusses the analysis of past researchers’ journals in order to improve the

project’s outcome. There have been a number of publications on this project’s relevant

topic. A shared variable of interest between agents is required to achieve consensus.

In order for containment to be achieved, the system must first reach consensus control.

For consensus control to work, it is necessary to understand the mathematical features

of consensus. Prior scholars’ ideas and publications greatly influenced the concepts of

consensus control, the mathematical approach used, and control design. This data was

gathered from theses, journals, papers, online books, and other internet sources.

2.2 Mathematical Preliminaries of Consensus Control

A journal on linear multi-agent systems under weighted- balanced and strongly con-

nected digraphs to achieve an optimal point has been discussed in [14]. One of the

essential keys in this thesis is to understand how the network topology relates with the

controller, and the presence of non-linearities element relates to Lyapunov analysis’s

stability. The mathematical features of consensus must be explored and understood for

consensus control to work thus containment can be reached. Because the mathematical
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idea of consensus is a well-known subject in the field of computer science, it’s easy to

see how it’s used in consensus control.

Designing a consensus control system entails a number of processes. First of all, a

number of agents need to be determined. Then, using Algebraic Graph Theory, the

position of each agent is included in the derivation of the adjacency matrix from the

graph. The graph is then utilized to generate the Laplacian matrix, which is the core

of consensus control. Finally, the system will achieve a consensus output based on

numerous definitions and conditions based on this matrix. As a result, this section will

focus on Graph Theory and how it pertains to consensus control. However, compared

to Computer Science, the amount of material available on this issue is not as large, yet

it is sufficient for consensus control.

The first-order (single-integrator) mathematical notion of consensus is studied, fol-

lowed by the second-order (double integrator) and higher-order (multi-integrator) math-

ematical concepts of consensus (more than double-integrator). Special algorithms that

analyze and use relative state information represent all sorts of consensus. Finally,

stability analysis is performed using this data to confirm that the controlled system is

stable and that consensus is reached.

2.2.1 Graph Theory

In consensus control, algebraic graph theory is frequently employed to define the topol-

ogy of agent networking. The graph is based on the topology of information transfer

between agents and has a directed or indirect topology. This section explained graph

theory’s core concept. This also explains the layout of each agent in the group’s graph

topology to generate the adjacency matrix. The Laplacian matrix will then be produced

from the matrix that will be utilised for consensus control.

A directed graph is considered to be strongly connected if there exists a path between

every pair of different nodes. A directed graph has a directed spanning tree if there

is a node named root (agent 0) such that there is a directed path from this node to
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every other node, as depicted in the picture 2.1. All work on consensus control of

multi-agent systems presented in this study will be based on a directed spanning tree

communication topology.

Figure 2.1: Directed Spanning Tree Connection Topology.

Multi-agents must be represented in the graph network in the same manner as other

communication networks in order to accomplish the same goal. This topic was ex-

amined in depth in [15], focusing on the perspective of graph theory with regard to

multi-agent systems, where the attributes of these agents were referred to as action

triggers.

2.2.2 Eigenvalues and eigenvector

Eigenvalues and eigenvectors are an important link in the Laplacian matrix for design-

ing consensus control. This section provides a detailed explanation of eigenvalues and

eigenvectors [16]. For a square matrix A =Cn×n , the eigenvalues of A are defined as

the solutions of the equation

det(λ I −A) (2.1)

where I is defined as

I = diag(1) ∈ Rn×n (2.2)
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For the set of all the eigenvalues {λi}n
i=1, if there is any non-zero vector υr ∈ Cn

satisfying

Aυr = λiυr (2.3)

Then the non-zero vector υr is called the right eigenvector of A.

Similarly, if a non-zero vector υT
l A = λiυ

T
l satisfies

υ
T
l A = λiυ

T
l (2.4)

Then the non-zero vector υl is called the left eigenvector of A. Note that the left eigen-

vector can also be obtained from the equation AT υl = λiυl

2.2.3 Adjacency Matrix

Corresponding with the communication graph G, adjacency matrix Q = qi j ∈RN×N is

defined as qii = 0,qi j = 1 if (i, j) ∈ ε and 0 otherwise. Based on the graph G in Figure

2.1 the adjacency matrix Q can be obtained as

Q =



0 0 0 1 1

1 0 0 1 0

0 1 0 0 0

0 0 0 0 1

1 0 0 0 0


Based on Figure 2.1, the method of producing the adjacency matrix is as follows. The

arrow from agent 1 pointing to agent 2 shows the signal flow from agent 1 which give

an outcome of 1 in the first column and second row of matrix Q. The signal from agent

5 to agent 1 and vise versa will give outcomes of 1 in column five and rows one and

column 1 and row 5 respectively. Agent 1 and agent 2 also receive information from

agent 4, which is shown by having outcomes values of 1 in column four and row 1 and

row 2. Agent 3 only receives information from agent 2, which results in an outcome

of 1 in column 2 and row 3. The value 0 indicates that there is no information transfer.
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2.2.4 Laplacian Matrix

The Laplacian matrix is derived from the adjacency matrix Q. it can be defined as

Lii =
n

∑
j ̸=1

qi j

Li j =−qi j for i ̸= j (2.5)

where qi j is defined in Section 2.2.3. From the definition of the Laplacian matrix (2.5)

and Figure 2.1, and adjacency matrix Q, the Laplacian matrix L can be easily obtained

as

L =



2 0 0 −1 −1

−1 2 0 −1 0

0 −1 1 0 0

0 0 0 1 −1

−1 0 0 0 1


(2.6)

The Laplacian matrix L plays an important role in designing the conrtainment con-

troller later in this report. In short, several conditions need to be stated to provide a

general understanding of the Laplacian matrix L . These are the main conditions of

the Laplacian matrix L :

1. For a directed graph, L is not necessarily symmetric.

2. since L has zero row sums, 0 is an eigenvalue of L with the associated eigen-

vector 1 ≜ [1, ...,1]T , and n×1 column vector of one.

3. L is diagonally-dominant, and has non-negative diagonal entries.
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2.2.5 Kronecker Product

The kronecker product of matrix is considered by two matrix A = [ai j] and B = [bi j].

The matrix is denoted by A
⊗

B which defined by partitioned matrix,

A⊗B =


a11B · · · a1nB

... . . . ...

am1B · · · amnB

 (2.7)

= [ai jB]
m,n
i, j=1 ∈ Rmp×nq

that satisfies the properties mentioned in [17]. Here are some of the useful properties

in Kronecker product.

(A⊗B)(C⊗D) = (AC)(BD)

(A⊗B)T = AT ⊗BT

(A⊗B)+(A⊗C) = A⊗ (B+C)

2.2.6 Lyapunov Stability Theorem

The Lyapunov theorem is a fundamental methodology for the stability of the dynamic

system, which will be presented in the next chapter. Several publications have dealt

with using the Lyapunov stability theorem to solve the consensus problem of multi-

agent systems with observer-based protocol [18, 19]. Vepa mentioned in his book [20]

Lyapunov’s direct method to a linear autonomous system:

ẋ = f (x) = Ax (2.8)

By letting V (x) = XT PX with P = PT > 0 . The derivative of V

V̇ = ẊT PX +XT PẊ = XT (AT P+PA) (2.9)
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Hence, V̇ (x) is negative definite if and only if

AT P+PA+Q = 0 (2.10)

By choosing the Lyapunov candidate of V̇ = (ηT Pη). A Lyapunov function is ubiq-

uitous when proving the stability analysis in consensus control. In [21, 22], much

previous work published in consensus control introduced the same method for their

controller to guarantee agents converge.

2.3 Controller Design for Single System

A single system controller will be discussed first and later explained as a multi-agents

system as the project will be based on it. When discussing the consensus of multi-

agent systems, it is necessary to design a proper controller with an effective method to

estimate the system states. By understanding the basics of a single control system, the

multi-agent system was introduced with problem formulation in state-space represen-

tation, which will be discussed in the next chapter.

2.3.1 State Feedback Controller Design for Single System

Figure 2.2: State Feedback Controller Design.

Consider the state feedback system in Figure 2.2 as follows:
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ẋ = Ax+Bu

y =Cx (2.11)

Where x is the input, A, B and C is are the matrix. K and C are controller gain to be

determined later and output. Input in the state feedback system is given by :

u = r−Kx (2.12)

Hence, by substituting (2.12) into (2.11), the state equation for the state feedback sys-

tem is represented as:

ẋ = (A−BK)x+Br

y =Cx (2.13)

2.4 Controller Design for Multi-Agents System (MAS)

In this section, a controller design for a multi-agents system is introduced to meet the

purpose of this thesis. Unlike the previous section, the multi-agents are introduced into

the system, which later combined with non-linearity element which is time delay.

Figure 2.3: State Feedback Controller Design for Multi-Agents System.

where i = 1,2, ...,n represents the subsystems. While xi , ui and wxi are known as state

vectors, control input vectors and white noise respectively. By carefully obtaining the

Laplacian matrix, L from the graph, G, these subsystems can be connected From Figure
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2.3, the input control is given by:

ui =−K
N

∑
j=0

li jx j (2.14)

with K as the matrix control gain that will be designed later.

2.5 Time Delay Multi-Agent Systems

Due to the time it takes to transport materials, transmit signals, and so on, delays

are unavoidable in physical systems. For a long time, the necessity of addressing

delays has been well understood (see [23] and the references therein). For systems

with input delays, a wide range of predictor-based methods are useful, including the

Smith predictor [24], modified Smith predictor [25], finite spectrum assignment [26],

Artstein-Kwon-Pearson reduction method [27], [28], and the shortened predictor feed-

back approach [29]. For linear systems with any constant input delay, the Artstein-

Kwon-Pearson reduction approach is well-known and reasonably uncomplicated. For

ordinary differential equations, the stabilisation difficulties are reduced to equivalent

problems.

2.6 Conclusion

In conclusion, this chapter discussed the fundamental elements used for this project.

First, the properties of graph theories were presented and explained and followed by

the concept of eigenvalues and eigenvectors. Next, the flow of matrices analysis made

from graph theory into adjacency matrix and Laplacian matrix were presented. Finally,

the stability analysis of using the Lyapunov function was explained. In the next chapter,

the containment methodology for nonlinear containment control for the multi-agents

system will be studied further under directed spanning tree topology.



CHAPTER 3

METHODOLOGY

3.1 Introduction

This chapter is to ensure the containment outcome of the controller design. To deal

with the non-linearities, by transforming the Laplacian matrix into Jordan form, sta-

bility can be observed with the Lyapunov function. The stability for state feedback

controller with Time Delay was also discussed using the respected controller to the

system. Next by proving the solution for stability under condition of P = PT > 0 to

solve the containment stability. The solution for the stability analysis for state feed-

back without non-linearity and state feedback controller with time delay is explained

in detail in the following sections.

3.2 Overall Progress

Figure 3.1 depicts the overall flowchart for finishing this project, which begins with

background studies related to consensus concerns. The multi-agent system is then

modelled using the network graph described in the preceding section. The properties

associated with the network graph, such as adjacency and Laplacian matrix, will be

identified. The conditions for the system were confirmed with mathematical represen-

tation after the parameters were correctly determined. After the conditions have been
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validated, the consensus analysis will begin. The stability study using the Lyapunov

approach is also included in the consensus analysis. After all the consensus analysis

has been done and validated, the containment analysis begin and the final results will

be verified using simulation.

Figure 3.1: Project Flowchart
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3.2.1 Problem Statement

By considering the controller design for N,

ẋi = Axi +Bui(t −h) (3.1)

yi =Cxi (3.2)

where xi ∈ Rn is the subsystem’s state vector for i = 0, ...,N, ui ∈ Rp is the ith subsys-

tem’s input, and yi ∈ Rq is the measured output vector. The appropriate matrices are

represented by the matrices A ∈Rn×n, B ∈Rn×p, and C ∈Rq×n. The h > 0 is the input

delay.

A directed graph G defines the subsystem connections. The subsystems are represented

by a set of vertices v, while the connections are represented by a set of edges ε . Graph

G is related with the adjacency matrix A. If subsystem j is connected to i in G, we get

ai j = 1. If not, ai j = 0.

Next, the Laplacian Matrix (L ), with L = {li j} can be obtained from the adjacency

matrix and is commonly defined by

li j =

∑
N
j=1, j ̸=1 ai j j = i,

−ai j, j ̸= i.
(3.3)

where the arrangement of the Laplacian matrix L is shown as

L =

 L1 L2

0(N−M)×M 0(N−M)×(N−M)

 (3.4)

with L1 ∈ RM×M and L2 ∈ RM×(N−M).
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From the definition of the Laplacian matrix, it is clear that

L1 = 0

where

1 = [1,1, ...,1]T ∈ RN ,

which implies that the Laplacian matrix has 0 as an eigenvalue associated with the

right eigenvector 1.

Few assumptions, definitions and lemmas are needed before continuing to the remain-

ing of this paper.

Assumption 1: Matrices A and B are controllable.

Assumption 2: System dynamic (1) is stable.

Assumption 3: Every single leader subsystem is fixed.

Assumption 4: The communication network G of the multi-agents system contains a

directed spanning forest with any of the leaders has a path to the system.

The Artstein-Kwon-Pearson reduction method is presented. Consider an input-delayed

system as 3.1. Let

z(t) = x(t)+
∫ t+h

t
eA(t−τ)Bu(τ −h)dτ (3.5)

Differentiating z(t) against time yields

ż(t) = Ax(t)+ e−AhBu(t)+A
∫ t+h

t
eA(t−τ)Bu(τ −h)dτ

= Az(t)+Du(t) (3.6)

Where D = e−AhB. system 3.6 is delay free.
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3.3 State Feedback Containment Controller for Multi-Agents Sys-

tem (MAS) without Time Delay

The state-feedback containment controller is proposed as

ui =−K ∑
j∈F

⋃
R

li j(xi − x j) (3.7)

The containment control problem is said to be solved if all followers always converge

to the stationary convex hull Co{x j, j ∈ R} as t → ∞.

For the network dynamic, we have

ẋ = (IN ⊗A−L ⊗BKC)x (3.8)

where L is defined at (3.3) and (3.4), ⊗ is the Kronecker product,x = [x f xl]
T where

z f = [xT
1 , ...,x

T
M]T and xl = [xT

M+1, ...,x
T
N ]

T . Hence, we obtain a value for x f that satisfies

the following dynamics:

ẋ f = (IM ⊗A−L1 ⊗BKc)x f − (L2 ⊗BKc)xl (3.9)

Let ξi = ∑ j∈F
⋃

R li j(zi − z j), i ∈ F and we have

ξ f = (L1 ⊗ Im)z f +(L2 ⊗ Im)zl (3.10)

Remark 1 Equation (3.10) is derived from

ξ = (L ⊗ In)x (3.11)
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or ξ f

ξl

=

 L1 ⊗ Im L2 ⊗ Im

0(N−M)×M 0(N−M)×(N−M)

x f

xl

 (3.12)

From (3.8) we can also have

ξ̇ = (IN ⊗A−L ⊗BK)ξ (3.13)

Hence, we have

ξ̇ f = (IM ⊗A−L1 ⊗BK)ξ f (3.14)

Let’s introduce T ∈ RN×N is the non-singular matrices such that

T−1L T = J (3.15)

With J as a Jordan form block-diagonal matrix with



J1

J2
. . .

Jp

Jp+1
. . .

Jq


(3.16)

where the Jordan blocks for real eigenvalues λk > 0 are represented by Jk ∈ Rnk for

k = 1, ..., p with the multiplicity nk is shown as



λk 1

λk 1
. . . . . .

λk 1

λk
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and Jk ∈ R2nk for k = p+1, ...,q are the Jordan blocks for conjugate eigenvalues αk ±

jβk,αk > 0 and βk > 0, with multiplicity nk is shown as



µ(αk,βk) I2

µ(αk,βk) I2
. . . . . .

µ(αk,βk) I2

µ(αk,βk)


with I2 the identity matrix in R2×2 and

µ(αk,βk) =

 αk βk

−βk αk

 ∈ R2×2 (3.17)

Next, from (3.13), we obtainedξ̇ f

ξ̇l

=

IM ⊗A 0

0 I(N−M)×A

ξ f

ξl

−

 L1 ⊗BKc L2 ⊗BKc

0(N−M)×M ⊗0M×M 0(N−M)×(N−M)⊗0M×M

×

ξ f

ξl

 (3.18)

Hence, we introduce transformations

η̇ = (T−1 ⊗ In)ξ̇ (3.19)

where η = [η f ηl]
T . We then obtain

η̇ f

η̇l

=

IM ⊗A 0

0 I(N−M)×A

η f

ηl

−

J f ⊗A 0

0 0(N−M)×(N−M)⊗0M×M

×

η f

ηl

 (3.20)
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From (3.20) we obtain

η̇ f = (IM ⊗A− J f ⊗BKc)η f (3.21)

and

η̇l = (IN−M ⊗A)ηl (3.22)

Hence, in order to further manipulate the special characteristic of L1, (3.38) with

respect to η f is derived as

η f = (U−1 ⊗ Im)ξ f (3.23)

and (3.21) is used for the design procedure.

3.4 State Feedback Containment Controller for Multi-Agents Sys-

tem (MAS) with Time Delay

The state-feedback containment controller is proposed as

ui =−K ∑
j∈F

⋃
R

li j(zi − z j) (3.24)

The containment control problem is said to be solved if all followers always converge

to the stationary convex hull Co{x j, j ∈ R} as t → ∞.

For the multi-agent system (3.1), we use (3.5) to transform the agent dynamics to

żi(t) = Azi +Dui(t), (3.25)

by substituting the value of the controller (3.24) into (3.25) we get

żi = Azi −DK ∑
j∈F

⋃
R

li j(zi − z j). (3.26)

The closed-loop system is then described by

ż = (IN ⊗A−L ⊗DK)z (3.27)
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where,

z =


z1

z2
...

zN



and L is defined at (3.3) and (3.4), ⊗ is the Kronecker product, x = [z f zl]
T where

z f = [zT
1 , ...,z

T
M]T and zl = [zT

M+1, ...,z
T
N ]

T . We then introduce a state transformation

ξi = zi −
N

∑
j=1

r jZ j (3.28)

for i = 1,2, ...,N let,

ξ = [ξ T
1 ,ξ T

2 , ·,ξ T
N ]T

we have

ξ = z− ((1rt)⊗ In)z

= (M⊗ In)z,

when M = IN −1rt , since rt1 = 1, it can be shown that M1 = 0.

The dynamics of ξ can then be obtained as

ξ̇ = (IN ⊗A−L⊗DK)ξ (3.29)

we then introduce another state transformation

η = (T−1 ⊗ In)ξ (3.30)

then we have

η̇ = (IN ⊗A− J⊗DK)η (3.31)
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where

η =


η1

η2
...

ηN

 ,

with ηi ∈ Rn and ψ : Rn×N → Rn for i = 1,2, ...,N.

Let’s introduce T ∈ RN×N is the non-singular matrices such that

T−1L T = J (3.32)

With J as a Jordan form block-diagonal matrix with



J1

J2
. . .

Jp

Jp+1
. . .

Jq


(3.33)

where the Jordan blocks for real eigenvalues λk > 0 are represented by Jk ∈ Rnk for

k = 1, ..., p with the multiplicity nk is shown as



λk 1

λk 1
. . . . . .

λk 1

λk


and Jk ∈ R2nk for k = p+1, ...,q are the Jordan blocks for conjugate eigenvalues αk ±
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jβk,αk > 0 and βk > 0, with multiplicity nk is shown as

Jk =



ν(αk,βk) I2

ν(αk,βk) I2
. . . . . .

ν(αk,βk) I2

ν(αk,βk)


with I2 the identity matrix in R2×2 and

ν(αk,βk) =

 αi βi

−βi αi

 ∈ R2×2 (3.34)

Next, from (3.11), we obtainedξ̇ f

ξ̇l

=

IM ⊗A 0

0 I(N−M)×A

ξ f

ξl

−

 L1 ⊗BKc L2 ⊗BKc

0(N−M)×M ⊗0M×M 0(N−M)×(N−M)⊗0M×M

×

ξ f

ξl

 (3.35)

Hence, we introduce transformations

η̇ = (T−1 ⊗ In)ξ̇ (3.36)

where η = [η f ηl]
T . We then obtain

η̇ f

η̇l

=

IM ⊗A 0

0 I(N−M)×A

η f

ηl

−

J f ⊗A 0

0 0(N−M)×(N−M)⊗0M×M

×

η f

ηl

 (3.37)
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From (3.20) we obtain

η̇ f = (IM ⊗A− J f ⊗BKc)η f (3.38)

and

η̇l = (IN−M ⊗A)ηl (3.39)

Hence, in order to further manipulate the special characteristic of L1, (3.38) with

respect to η f is derived as

η f = (U−1 ⊗ Im)ξ f (3.40)

and (3.21) is used for the design procedure.

3.4.1 Stability Analysis State Feedback Containment Controller for

Multi-Agents System (MAS)

If (A,B) is controllable, we can design the feedback control law for each subsystem as

ui =−Kxi such that A−BK is Hurwitz. For containment control, one possible control

law is

ui =−K
N

∑
j=1

li jx j (3.41)

where li j are the elements of the Laplacian matrix L. Note that this control law only

depends on the relative information of the system state. Indeed, based on the definition

of L, we have

ui =−K
N

∑
j=1

qi j(xi − x j). (3.42)

where qi j are the elements of the normalised adjacency matrix q. With the proposed

control law, the closed-loop system is described by

ẋi = Axi −BK
N

∑
j=1

qi j(xi − x j). (3.43)
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If we use x to denote all the subsystem states as

x = [xT
1 , ...,x

T
N ]

T (3.44)

we have

ẋ = (I ⊗A−L⊗BK)x (3.45)

where ⊗ denotes Kronecker product. The eigenvalues of the closed-loop system are

given by the eigenvalues of the matrices

Ai = A−λiBK (3.46)

where λi is the ith eigenvalue of L.

However, from the definition of L, it is easy to see that zero is an eigenvalue of L with

associated eigenvector 1 = [1, ...,1]T as we have

L1 = 0. (3.47)

Therefore, if the original system matrix A is not Hurwitz,the overall system cannot be

asymptotically stabilised by the proposed containment control law (3.41).

The goal of containment control is to ensure that all of the subsystems’ state variables

are the same. If zero is a simple eigenvalue of L, which is ensured by the requirement

that G is highly connected [30], i.e., there is a path connecting every vertex, such

a control aim can be realised. This condition, together with the requirement that Ai

be Hurwitz, guarantees that the containment control problem can be solved by state

feedback.
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Indeed, suck a K can always be found if (A,K) is controllable. The consensus con-

trol via state feedback is therefore solved if (A,K) is controllable, and G is strongly

connected.

Furthermore, it can be shown [31] that xi converges to

rT ⊗ eAtx(0) (3.48)

where r is the right eigenvector of L corresponding to the simple zero eigenvalue.



CHAPTER 4

RESULT AND DISCUSSIONS

4.1 Introduction

In this chapter, the simulation of the system starts with five agents (1 - 5) using a

state feedback controller. The problem statement of the system is shown first without

any nonlinear element. Then the simulation of these controllers was shown later in

the chapter. It is vital to simulate a state feedback controller without a non-linearity

element to show how containment was obtained later with input delay in this project.

The containment of each controller is analyzed on how well they reached containment.

Containment analysis for multi-agents was done at the beginning of the chapter and

followed the containment analysis with input delay presence.

4.2 State Feedback Containment Controller for Multi-Agents Sys-

tem (MAS)

The simulation below was based on five agents. Considering the system is given with

state-space representation as follows:

ẋi = Axi +Bui (4.1)
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yi =Cxi (4.2)

A state feedback containment control was designed in the Simulink, where it consists

of Laplacian subsystems and state feedback subsystems, as shown in Figure 4.1. All

the information was updated into the Laplacian matrix subsystem and was feedback

into the controller. For each state feedback controller, gain K values were also updated

controller gain K = B′P and solution for P = PT P > 0 was determined using ARE to

maintain the stability, thus making sure the containment was reached. The value for

containment later presented in the following section.

Figure 4.1: Containment Controller State Feedback

4.3 State Feedback Containment Controller for Multi-Agents Sys-

tem (MAS) without Time Delay

This section simulated the containment control for the multi-agents system input de-

lay. The controller used for the simulation was based on the state feedback controller

discussed in previous section. The example for the design was based on the state-

space representation where matrix A, B and C was assumed. Also, the agents were

represented using graph theory and later transformed into Adjacency and Laplacian
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matrices. Different connection for multi-agents was simulated to observe and analyze

whether the containment was able to reach or not.

4.3.1 Directed Spanning Tree Connection

Considering the system above, it has been easily verified that rank (A,C) has a f ullrank=

2 which means those matrices are stable and controllable. Supposed the system was

given with state-space representation with a N of agents.

ẋi =

−1 1

0 0

xi +

0

1

ui

yi =
[
1 0

]
xi

L =



1 0 0 0 −1 0 0 0 0

−1 1 0 0 0 0 0 0 0

0 −1 1 0 0 0 0 0 0

−1 0 0 2 0 0 0 0 −1

0 0 0 0 2 −1 0 −1 0

0 0 0 0 0 1 −1 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0



With P = PT > 0 obtained as follows as the solution to the equation ??:

P =

0.4089 0.1899

0.1899 1.8056

 (4.3)
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Figure 4.2: Directed spanning tree communication topology with 3 leaders.

Solution for K = BT P as the controller gain for the system, K was obtained as:

K =
[
0.1899 1.8056

]
(4.4)

Which showed in (4.7) and (4.8) that all agents converges to zero. Thus, has proven

multi-agents system reached consensus with the value of K and P. Same values for

control gain K was applied to different configuration of agents and the performances

were verified using the Simulink Model as shown in Figure 4.1
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Figure 4.3: Simulation of leader-follower configuration states 1 for Directed spanning
tree communication topology.

Figure 4.4: Simulation of leader-follower configuration states 2 for Directed spanning
tree communication topology.
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4.3.2 Undirected Spanning Tree Connection

In this section, a multi-agents connection with an undirected spanning tree was simu-

lated using the same system as mentioned in the section. Note that the graph has no

specific direction connecting each agents.

ẋi =

−1 1

0 0

xi +

0

1

ui

yi =
[
1 0

]
xi

With P = PT > 0 obtained as follows as the solution to the equation ??:

P =

0.4089 0.1899

0.1899 1.8056

 (4.5)

Solution for K = BT P as the controller gain for the system, K was obtained as:

K =
[
0.1899 1.8056

]
(4.6)

Figure 4.5: Undirected spanning tree communication topology with 3 leaders
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Considering a different model in this section means that different set of eigenvalues

obtained for the Laplacian matrix as 0,0.8299,2.6889,4.0000,4.4812 which were all

real distinct integers. Based on Figure 4.17, the Laplacian matrix is shown below

L =



2 0 0 −1 −1 0 0 0 0

0 1 0 0 −1 0 0 0 0

0 0 1 0 0 −1 0 0 0

−1 0 0 3 −1 0 0 0 −1

−1 −1 0 −1 5 −1 0 −1 0

0 0 −1 0 0 2 −1 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0



With the values for K and P obtained from ARE procedure to solve the equation, all

agents successfully reached containment using undirected spanning tree. Compared

to directed spanning tree, this simulation showed that more agents can be seen as the

direction of the agents are not determined as shown in figure 4.6 and 4.7. Therefore,

more agents can see their neighbour clearly instead of an agent can only see one agent

at a time.



35

Figure 4.6: Simulation of leader-follower configuration states 1 for Undirected span-
ning tree communication topology.

Figure 4.7: Simulation of leader-follower configuration states 2 for Undirected span-
ning tree communication topology.
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4.3.3 Directed Graph with a Strongly Connected Agents

In this section, consensus control was based on directed topology but with strong con-

nections where all the agents has at least one connection with the their neighbours.

ẋi =

−1 1

0 0

xi +

0

1

ui

yi =
[
1 0

]
xi

With P = PT > 0 obtained as follows as the solution to the equation ??:

P =

0.4089 0.1899

0.1899 1.8056

 (4.7)

Solution for K = BT P as the controller gain for the system, K was obtained as:

K =
[
0.1899 1.8056

]
(4.8)

Figure 4.8: Directed spanning tree (strongly connected) communication topology with
3 leaders.
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With the eigenvalues has at least one zero and others located in the open right half plane

as 3.2720+ 0.0000i,2.0000+ 0.7862i,2.0000. Based on Figure 4.20, the Laplacian

matrix is shown below.

L =



2 0 0 0 −1 −1 0 0 0

−1 3 −1 0 −1 0 0 0 0

0 −1 1 0 0 0 0 0 0

0 −1 0 2 0 0 0 0 −1

0 0 0 −1 2 0 0 −1 0

0 0 0 0 0 1 −1 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0



Figure 4.9: Simulation of leader-follower configuration states 1 for Directed spanning
tree (strongly-connected) communication topology.
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Figure 4.10: Simulation of leader-follower configuration states 2 for Directed spanning
tree (strongly-connected) communication topology.

4.3.4 Directed Graph with a Not Strongly Connected Agents

Directed spanning tree that is not strongly connected was simulated in this section.

Using the same system as previous sections, the performance of the multi-agents sys-

tem without non-linearity element was verified. Based on Figure 4.23, the Laplacian

matrix is shown below

ẋi =

−1 1

0 0

xi +

0

1

ui

yi =
[
1 0

]
xi
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Figure 4.11: : Directed spanning tree (not strongly connected) communication topol-
ogy with 3 leaders.

L =



1 0 0 0 0 −1 0 0 0

−1 2 0 0 −1 0 0 0 0

0 −1 1 0 0 0 0 0 0

−1 0 0 2 0 0 0 0 −1

0 0 0 −1 2 0 0 −1 0

0 0 0 0 −1 2 −1 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0



Noticed that in Figure 4.12 and Figure 4.13 the change process of these agents are

same as for directed graph with strong connection. Even though the graph was not

strongly connected, the agents still converged into containment.
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Figure 4.12: Simulation of leader-follower configuration states 1 for Directed spanning
tree (not strongly-connected) communication topology.

Figure 4.13: Simulation of leader-follower configuration states 2 for Directed spanning
tree (not strongly-connected) communication topology.
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4.4 State Feedback Containment Controller for Multi-Agents Sys-

tem (MAS) with Time Delay

4.4.1 Directed Spanning Tree Connection

With the same configuration of agents simulated in containment control for multi-

agents system without non-linearities, the system was given as:

ẋi =

−1 1

0 0

xi +

0

1

ui(t −1.0000e−3)

yi =
[
1 0

]
xi

Using the same value for solution K and P obtained from ARE procedure for directed

spanning tree without non-linearities, the performance of containment control was ver-

ified. With the directed spanning tree shown in 4.14, Laplacian matrix obtained was:

L =



1 0 0 0 −1 0 0 0 0

−1 1 0 0 0 0 0 0 0

0 −1 1 0 0 0 0 0 0

−1 0 0 2 0 0 0 0 −1

0 0 0 0 2 −1 0 −1 0

0 0 0 0 0 1 −1 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0



Noticed that the simulation takes the same process as in multi-agents connection with

directed spanning tree without input delay. with the input delay being 0.01s the con-

tainment output was alike but the containment was not stable as it reach containment.

However, all the agents reached consensus under the influenced of input delay. This
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Figure 4.14: Directed spanning tree communication topology with 3 leaders.

has proven that with connection directed spanning tree, the agents able to reach con-

tainment.

The performances were verified using the Simulink Model as shown in 4.15 and the

zoomed-in result is shown in figure 4.16 for clearer view.

Figure 4.15: Simulation of leader-follower configuration states 1 for Directed spanning
tree communication topology.
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Figure 4.16: in Simulation of leader-follower configuration states 2 for Directed span-
ning tree communication topology.

4.4.2 Undirected Spanning Tree Connection

Considering the multi-agents connection with undirected spanning tree, simulations

were done based on the same system where the input and output were as follows,

ẋi =

0 −1

0 0

xi +

0

1

ui(t −1.0000e−3)

yi =
[
1 0

]
xi

Using the same value for solution K and P obtained from ARE procedure for undi-

rected spanning tree without non-linearities, the performance of consensus control was
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Figure 4.17: Undirected spanning tree communication topology with 3 leaders

verified. With the directed spanning tree shown in 4.17, Laplacian matrix obtained as:

L =



2 0 0 −1 −1 0 0 0 0

0 1 0 0 −1 0 0 0 0

0 0 1 0 0 −1 0 0 0

−1 0 0 3 −1 0 0 0 −1

−1 −1 0 −1 5 −1 0 −1 0

0 0 −1 0 0 2 −1 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0



Applying the same input delay, h = 1.000e−3 to the system, the output was given

as in Figure 4.18 and Figure 4.19 where all the agents are being contained by the

leaders. Noticed that even under the influenced of input delay, all the agents reached

containment as the the agents followed the leader’s direction and is being contained.
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Figure 4.18: Simulation of leader-follower configuration states 1 for Undirected span-
ning tree communication topology with input delay.

Figure 4.19: Simulation of leader-follower configuration states 2 for Undirected span-
ning tree communication topology with input delay.



46

4.4.3 Directed Graph with a Strongly Connected Agents

Different configurations was simulated in this section where multi-agents connected

in strong directed spanning tree. The Laplacian matrix was produced based on the

network graph in Figure 4.20. The system was considered as follows:

ẋi =

−1 1

0 0

xi +

0

1

ui(t −1.0000e−3)

yi =
[
1 0

]
xi

Figure 4.20: Directed spanning tree (strongly connected) communication topology
with 3 leaders.

L =



2 0 0 0 −1 −1 0 0 0

−1 3 −1 0 −1 0 0 0 0

0 −1 1 0 0 0 0 0 0

0 −1 0 2 0 0 0 0 −1

0 0 0 −1 2 0 0 −1 0

0 0 0 0 0 1 −1 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0
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Using the same value for solution K and P obtained from ARE procedure for directed

spanning tree without non-linearities, the performance of containment control was ver-

ified. With input delay h = 0.01 inserted to the input of system, the simulation was

obtained as in Figure 4.21 and 4.22 that showed agents reached containment. Even

under the influenced of input delay, when the network graph was strongly connected,

this gave the effect of stable containment.

Figure 4.21: : Simulation of leader-follower configuration states 1 for Directed span-
ning tree (strongly connected) communication topology with input delay.
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Figure 4.22: Zoomed : Simulation of leader-follower configuration states 2 for Di-
rected spanning tree (strongly connected) communication topology with input delay.

4.4.4 Directed Graph with a Not Strongly Connected Agents

In this last section, the performance of multi-agents connection with not strong directed

spanning tree was considered under the influence of input delay. By using the system

as follows,

ẋi =

−1 1

0 0

xi +

0

1

ui(t −1.0000e−3)

yi =
[
1 0

]
xi
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Figure 4.23: : Directed spanning tree (not strongly connected) communication topol-
ogy with 3 leaders.

Using the same value for solution K and P obtained from ARE procedure for directed

spanning tree without non-linearities, the performance of containment control was ver-

ified. Based on Figure 4.23, the Laplacian matrix was carefully obtained.

L =



1 0 0 0 0 −1 0 0 0

−1 2 0 0 −1 0 0 0 0

0 −1 1 0 0 0 0 0 0

−1 0 0 2 0 0 0 0 −1

0 0 0 −1 2 0 0 −1 0

0 0 0 0 −1 2 −1 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0



In Figure 4.24 and Figure 4.25, the output showed that all agents reached weak con-

tainment under the influenced of input delay.
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Figure 4.24: : Simulation of leader-follower configuration states 1 for Directed span-
ning tree (not strongly connected) communication topology with input delay.

Figure 4.25: :Simulation of leader-follower configuration states 2 for Directed span-
ning tree (not strongly connected) communication topology with input delay.
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4.5 Summary of the Chapter

In this chapter, the containment control for the multi-agents system with and without

input delay has been simulated using MATLAB and Simulink. Based on the simula-

tions that have been carried out, all multi-agents under disagreement achieved consen-

sus and is being contained by the leaders assigned, thus containment is also achieved.

The results have been simulated using the same set of matrices A, B, and C. Differ-

ent configurations modelled for the agents which summary of connections is shown in

Table 4.1. The containment was successfully achieved using the control gain, K from

Hurwitz stability analysis. There were two plots of graphs for each configurations as to

represent substates 1 and substates 2. With the input delay used as h = 0.001, showed

that the system considered in this paper still able to reach containment.

Table 4.1: Connection summary for Multi-agents System (MAS).

Type of Connection Stability Connection
Directed strong One agent see one agent at a time
Undirected weak One agent sees other agents and

also guide its neighbour
Directed (Strongly con-
nected)

very strong All agents receive and transfer data
to its neighbour

Directed (not Strongly
connected)

weak Only some agent shares data

The containment control has been simulated using four graph configurations and all

were able to reach an agreement and move towards the same direction. Containment

control for the multi-agents system without input delay can reach containment for all

configurations, while containment control for the multi-agents system with input de-

lay reached weak containment. However, all agents are able to follow the leader and

reached containment within the range of h between 0.001 to 0.3. Note that in this sim-

ulation, three specific leader was assigned but the information from neighbours were

transferred via Laplacian structure for the system.



CHAPTER 5

CONCLUSION AND FUTURE WORKS

5.1 Conclusion

In conclusion, the objectives of this project have been accomplished. Due to the com-

plexity of developing containment control, multi-agent systems have been one of the

most popular study topics, as detailed in Chapter 1. The concept and motivation for

the multi-agents system were centred on coordination control, which included conver-

gence and formation control. Based on the work of earlier researchers and publications,

the background study of containment control is appropriately provided in Chapter 2.

Using the fundamentals of graph theory, the Adjacency and Laplacian matrices were

constructed, which aided in determining the eigenvalues. The eigenvalues were very

helpful for ensuring that the containment control was stable and that containment could

be achieved.

The suggested project is significant to sustainability and ecologically friendly in terms

of the efficiency of multi-agent subsystems to conduct a complex task that a single

individual is unable to accomplish. Distributing information to several agents can fa-

cilitate collective behaviour depending on agent interaction. This technology reduces

communication costs and improves the whole system’s efficiency, therefore it does not

harm the environment. Therefore, it will promote long-term environmental balance.
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5.2 Future Works

It is possible to conduct additional investigation into the containment control. With

the success of this project’s construction of a state feedback containment controller,

additional controllers, such as an observer-based controller, can be explored. Other

than that, incorporating other non-linearities to the containment control, such as white

noise or any other disturbance, can help to advance the field of containment control. A

few suggestions can be considered such as:

1. Introducing different controller types and inserting other non-linearities to over-

come the input delay to produce a better containment among the agents or state.

2. Expanding the research for more leaders in one containment control such as 200

leaders in a system for a wider containment control range for multi-agents.

3. Apply current system into a real life project with hardware so that the stability

of the system can be proven better.

Overall, these containment problems can still be improved using appropriate methods

and analysis in the future.
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