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ABSTRACT

This research takes into consideration the containment control problem based on the

output feedback for the multi-agents system with non-linearity elements for the contin-

uous time period and numerous different forms of spanning tree forest communication

topology. When a multi-agent system is contained by a moving leader, each agent’s

potential to reach a containment outcome is the main problem. In order to keep the

system stable, the containment control leader must have control over the follower’s

blockade. Since the non-linearity elements were added into the model, we built the

containment controller for non-linearity elements system to analyze the stability of a

system with and without these non-linearity elements. Using MATLAB, verify the

system’s performance in a simulation.The Hurwitz stabilization must be applied in or-

der to verify that the system has reached a stable state. It is essential to demonstrate,

through stabilisation, that the controller system is capable of containing the follower

and that the system itself is stable. Stabilizing the system may be achieved using the

methodology. Following that, the network structure will be analysed depending on the

structure of the network. System stability could be verified using simulation data as an

example given. The goals of this research have been met with great success, as the final

result is stable and able to reach containment. Some recommendations to improve the

system include adding more non-linearity components and leaders, introducing new

controllers, apply switching leaders and others.
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ABSTRAK

Penyelidikan ini mengambil kira masalah kawalan pembendungan berdasarkan hasil

keluaran untuk sistem berbilang agen dengan elemen bukan lineariti untuk tempoh

masa berterusan dan pelbagai bentuk topologi komunikasi perhubungan. Apabila sis-

tem berbilang ejen terkandung oleh pemimpin yang bergerak, potensi setiap ejen un-

tuk mencapai hasil pembendungan adalah masalah utama. Untuk memastikan sistem

stabil, ketua kawalan pembendungan mesti mempunyai kawalan ke atas lingkungan

pengikut. Memandangkan elemen bukan lineariti telah ditambahkan ke dalam sis-

tem, kami membina pengawal pembendungan untuk sistem elemen bukan linear untuk

menganalisis kestabilan sistem dengan dan tanpa elemen bukan linear ini. Menggu-

nakan MATLAB, sahkan prestasi sistem dalam simulasi. Penstabilan Hurwitz mesti

digunakan untuk mengesahkan bahawa sistem telah mencapai keadaan stabil. Adalah

penting untuk menunjukkan, melalui penstabilan, bahawa sistem pengawal mampu

mengawal pengikut dan sistem itu sendiri adalah stabil. Menstabilkan sistem boleh

dicapai menggunakan metodologi. Selepas itu, struktur perhubungan akan dianalisis

bergantung kepada struktur rangkaian. Kestabilan sistem boleh disahkan menggu-

nakan data simulasi sebagai contoh yang diberikan. Matlamat penyelidikan ini telah

dicapai dengan kejayaan yang besar, kerana keputusan akhir adalah stabil dan dapat

mencapai lingkungan pembendungan. Beberapa pengesyoran untuk menambah baik

sistem termasuk menambah lebih banyak komponen bukan linear, memperkenalkan

pengawal baharu, memperkenalkan penukaran ketua dan lain-lain.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

The field of control system research has paid a large amount of attention in recent

decades to a sort of cooperative control known as consensus control. This type of

control has garnered a significant amount of attention in recent years. It is a control

action for interconnected multi-agents systems that rely on relevant data of each agent

in the network neighbourhood in terms of reaching agreement [1]. This idea comes

from the field of computer science. It is based on a notion. The term "network consen-

sus" refers to a situation in which the states or outputs of all agents that are exposed

to a particular communication network topology converging to specified quantities of

interest [2]. When all of the subsystems are controlled to accomplish the same control

objective, a control system has what is also known as consensus control.It was the pri-

mary goal of consensus for multi-agent systems to bring them all together in a single

state. As a group, they came up with a decision value. The decision making value

was not determined by centralised systems, but rather by each agent using its own and

neighbouring information [3].Consensus output is another name for the result of such

a control system.
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Figure 1.1: The concept of consensus control.

In [4] mentioned that the problem is a result of communication delays between leaders

and their subordinates. There are three types of communication delays to recognise:

uniform, non - uniform, and time-varying.A great deal of attention has been devoted to

the concept of consensus control as a kind of cooperative control over the past decade.

Its design typically concentrates on the communication structure, which is indicated

by a unique structure known as the Laplacian structure. This is done so that each dy-

namical subsystem in networks with a swapping or fixed connection can accomplish

the same or similar objectives or responsibilities.

When it comes to the design and analysis of consensus control systems, the connec-

tions between the subsystems are quite significant. Concepts from graph theory and

control theory can be utilised to perform an analysis of the system’s stability. A struc-

ture that is exclusive to the information flow between subsystems has been modelled

after the tree structure of a communication network. When adopting multi-agent con-

sensus control, all of the focus is placed on a single subsystem that has dynamics that

are analogous to those of the other subsystems. This causes all of the subsystems to

carry out the same action.
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Figure 1.2: The network of Multi-Agents System (MAS).

There are a wide variety of additional applications to make use of consensus meth-

ods, including formation control, synchronisation, and others that have been developed

more recently. Skills in cooperative control are utilized in various applications includ-

ing such job, formation control, Cooperative search, air-craft traffic control, swarming,

flocking,and another communication system [5]. Other examples of these types of ap-

plications include: Flocking and the regulation of flocking are twomore instances that

come to mind [6]. These applications can be categorised into three distinct kinds of

data transfer among both agents: 1storder systems (single-integrator), 2nd order sys-

tems (double-integrator), and higher-order systems, all of which have received a sig-

nificant amount of attention in recent years. Higher-order systems are the most recent

type of information transfer between agents to receive a great deal of focus.
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Figure 1.3: The flock of birds.

The containment control can be seen as an extension of consensus control. Unlike

consensus control,in which multi-agent systems typically operate with a single leader,

involves several leaders who work in a forest connection topology. The result of such a

control technique is the containment of the followers by the leaders. These controllers

make use of the relative state information as well as the relative output information that

is provided by each agent or subsystem.
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Figure 1.4: Observer model.

While observing only the output , an observer can be constructed to estimate all of

the state variables when this isn’t possible. There are three new predicted state vari-

ables in the magnetic ball scenario.The observer is essentially a duplicate of the plant,

which has the same input and nearly a same differential equation [7].The observer is

the existence scenario has defined a set of conditions that must be met in order for it

to exist, but these conditions are incredibly difficult to meet in practise. To acquire the

real transformation function, one must first evaluate a set of simultaneous dynamical

systems. Even if these prerequisites are met, building the observer will still be diffi-

cult. In order to stabilise a completely linearizable nonlinear system, an observer-based

controller is built to make extra assumptions about the plant [8].
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1.1.1 Problem Statement

The primary issue arises in the containment control of multi-agent systems when these

systems are contained by many leaders who move, hence hindering the ability of in-

dividual agents to arrive at a containment result. In order to keep the system from be-

coming unstable, the leader of the containment control must participate in the blockade

of the follower.

1.1.2 Objective

i. To model the multi-agents system with non linearity elements.

ii. To design the containment controller for a multi-agents system with non linearity

elements.

iii. To analyze the stability of the system with controller and without controller.

iv. To verify the outcome of the project with simulation in Matlab/Simulink.

1.1.3 Scope of Project

Firstly, the multi-agents system need to be modeled with the state-space methodology

and be simulated. Then, the observer and controller been designed Analyzed to check

the stability of the system with & without the controller based on the stability condi-

tion. The stability of the system will analyzed by using the Lyapunov stability. From

this stability analysis, the value of controller gain and obserber gain (k and L) will be

determined. To validate the system using value of k and L, the simulation is run using

the MATLAB.
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1.2 Thesis Organization

There are a total of five sections to this dissertation. There is an overview of consensus

control, the purpose of the research and the scope of the project in the first chapter.

This introduction chapter is followed by a background study on the single and multi-

agent systems. Consensus control is also covered, as are the mathematical elements

and notations that are necessary for it to function. The adjacency matrix, the Laplacian

matrix, and the Kronecker product are all parts of graph theory.

In addition, the Lyapunov stability theorem is discussed in relation to the creation of

a controller and observer for a single linear system in this chapter. There are three

types of first-order (single integrator), second-order (double integrator), and higher-

order consensus controls described mathematically in the chapter, with the most cur-

rent papers for each category. The containment observer for a time delay system and

publications on the stability analysis of state-feedback consensus containment control.

The ability to monitor and respond to output. The Lyapunov stability analysis is also

used in this system’s analysis.The project’s approach, presented in Chapter 3, explains

how the project’s work is organised and progresses.Observer-based controllers with

and without a time delay are also discussed in this chapter in comparison to the results

of a consensus observer. Then publications draw conclusions based on the comparison

of the results of the consensus observer and the observer-based controller.

The next finding in this thesis is detailed in Chapter 4. Consider the fact that this

thesis’s main goal is to find a way to keep amulti-agent systemwith nonlinear aspects

contained through output feedback. As a result, this chapter proposes two confinement

controllers: one based on state input and the other on observers. The observer-based

containment controller uses the consensus observer, which is based on Luenberger’s

observer.
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An in-depth explanation of how the Laplacian matrix (L ) structure differs from sys-

tem output when choosing between consensus and confinement control strategies is

provided. The stability of the system is examined again using the Hurwitz stabil-

ity analysis. In order to demonstrate that the controller is working properly, the next

section includes simulation examples with thorough explanations. To ensure that the

containment is achieved as illustrated in the simulation section, the controller gain K

is determined from Hurwitz stability.

For Multi-Agents System (MAS) with non-linearity features, the confinement control

based on output feedback is shown in Chapter 5. All of the simulations have been

run and thoroughly examined. There is a concluding paragraph that summarises all of

the previous chapters’ findings and results. Additional information is provided in this

chapter on how to use output feedback to regulate multi-agent systems in the future.



CHAPTER 2

BACKGROUNG STUDY

2.1 Introduction

According to previous articles, the primary goal is to achieve consensus without any

leader-follower structure. The leader-follower structure with a single leader who can

ensure all agents converge in a blockage of the leader to achieve a specific point or

value in a specific place or region has also been found to be an effective strategy.The

notion of containment control for MAS, which calls for the states that are considered

to be followers to converge toward the convex hull produced by the states that are

considered to be leaders [9]. In addition, when the same leader-follower configuration

increases, there are multiple leaders. They are able to handle their following among

leader and follower by supplying a particular amount of bound. Furthermore, this

control action is referred to as a containment control system or a consensus extender.

A fixed leader or dynamic, however, created a convex hull by converging an agent to

a specific location. Using the multiple leader-follower network topology, this convex

hull may be generated. Previous studies have looked at numerous ways to solve this

containment problem mathematically.
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There are characteristics that enables all followers to converge in a hull formed by the

directed graph structure and stationary leaders, which may be applied to any finite-

dimensional system with fixed values. In [10], Within the context of cooperative

control and finite-time Lyapunov function theory, an observer-based adaptive fuzzy

finite-time output-feedback containment control system is developed with the help of

an adaptive backstepping control design technique and an integral compensator ap-

proach.

2.2 Consensus Control with nonlinearity

This system included the matrix as an integral part of the entirety of the value that it

produced in order to function as a consensus control system [11]. The system that is

being investigated is made up of a connection between seven different subsystems and

a leader, and every one of these subsystems is described by a 2nd order state space

model as follows [12]:

x i̇ = Axi+Bui (2.1)

The Consensus condition :

1. Laplacian matrix condition must have one simple 0.

2. The system must stable (use hurwitz stability)

In order to discover the location of the containment, one must first discover the location

of the consensus. Mathematically speaking, each agent in the multi-agents network

system is delegated to either remain in or converge to a space that is referred to as a

convex hull. This space is founded by the dynamic or static leaders in the system, and

it is the space that the agents are expected to remain in ormove toward.
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This space may have been derived from the system’s multiple leader-follower link

architecture in some way. The absence of zero-valued elements in the left eigenvector

with respect to the eigenvalue of the Laplacian matrix is another another circumstance

that allows for the possibility of containment.

The connection between subsystem shown

Figure 2.1: The connection between subsystem.

leaders (7–9) and followers (1–6), with the dotted lines denoting connections between

at least one leader and one follower at any one moment.

The nonlinearity that was utilised in the control design in order to cope with the

bounded control input from the leader. (extensive noise; temporal delay; parallelism).

The system for connecting to the network, with each individual subsystem exhibiting

the same dynamic and carrying out the same function [13].
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0 2 0 0 0 0

0 0 0 2 0 0

Each individual subsystemmakes use of the information that is sent to it over the net-

work.The connectivity topology of the multiagent system is described using a directed

graph [14] [15].It should be noted that the construction of the static controller necessi-

tates knowledge of the Laplacian matrix’s eigenvalues as well as the upper bounds of

the leaders’ controlling inputs [16].

Figure 2.2: The connection between subsystem.

The eigenvalue of L are given as 2, 2, 2, 2, 1, 1 which can be differentiated. The Jordan

Matrix (J) matching the criteria of L can be obtained as

2 0 0 0 0 0

0 0 2 0 0 0
J =

0 0 0 0 1 0

0 0 0 0 0 1
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2.3 Multi-agents consensus control with non linearity

x˙ = −1 −1
x + 0

u + γ
sin(Cxi) (2.2)

and

i

1 0
i

1
i

0

C =
h
1 0

i
(2.3)

The connection between subsystem shown in figure :

Figure 2.3: Multi-agent with nonlinearity.
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2.4 Graph Theory

The topology of information transit between agents serves as the foundation for the

graph, which combines directed and undirected topologies to generate its overall struc-

ture [17]. In order to adequately characterise the topology of the networking between

agents, algebraic graph theory is frequently employed.In order to tackle the problem,

Laplacian-based consensus matrices are constructed using a time-invariant undirected

graph, which simulates the interactions between nodes in the network. [18]. This is the

rationale behind the graph topology arrangement of each participant in the group that

forms an adjacency matrix [19]. After that, the Laplacian matrix that will be utilised

in consensus control will be derived from the matrix.

Figure 2.4: Directed Graph.



15

Figure 2.5: Undirected Graph.

2.4.1 Eigenvalues and Eigenvectors

The ideas of eigenvalues and eigenvectors are broken down in comprehensive detail in

the following paragraphs. When developing a consensus control scheme, the Eigenval-

ues and Eigenvectors of the Laplacian matrix can prove to be very helpful links [20].

In the case of the square matrix, the solutions to the equation are specified to be the

eigenvalues of the matrix A.

det(λ I −A) (2.4)
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Where I is defined as

I = diag(1) ∈ Rnxn (2.5)

For the set of eigenvalues λi for i = 1 . . .n, if there is any non-zero vector vr ∈ Cn

satisfying

Avr = λi,vr (2.6)

Them the non-zero vector vr is called the right eigenvector of A

Similarly, if a non-zero vector vTA = λi,vT satisfiesl l

vT A= λi vT (2.7)
l l

Then the non-zero vector vl is called the left eigenvector of A. Note that the left eigen-

vector can also be obtained from the equation AT vl = λi vl

2.4.2 Gershgorin Circle Theorem

In mathematics, the Gershgorin circle theorem is usually used to bound the eigen-value

of a square matrix i.e the Laplacian matrix [21]. A square matrix A ∈ Cnxn is defined

in which the elements of matrix A are axy for x, y = 1,2, ,n. Let

Rx =
n

∑
x=1,x ̸=y

axy (2.8)
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—

which is the sum of the xth rows of the matrix A except the elementaxy.The Gershgorin

circle theorem pointed out that the eigenvalues of matrix A will located in the closed

discs, which are centred at axywith radiusRx. are also called Gershgorin discs.

2.4.3 Adjacency Matrix Q

The adjacency matrix Q is derived from the graph G mentioned in the previous section.

For example, suppose that there are N nodes in a graph: for this thesis, the adjacency

matrix Q = (qi j ∈ RNXN ) is defined by qi j = 0, qi j = 1 if (i, j) ∈ ε, and 0 otherwise [22].

2.4.4 Laplacian Matrix

The L , with L ∈ RNxN is derived from the adjacency matrix Q. It can be defined as

N

Lii = ∑ qi j (2.9)
j i

Li j = −qi j for i ̸= j (2.10)

where qi j is defined. From the definition of the Laplacian matrix and adjacency matrix

Q, the Laplacian matrix L can be easily obtained as

−1

0

L = 0

1

(2.11)

2 0 0 −1

−1 2 0 −1

0 −1 1 0

0 0 0 1

−1 0 0 0

1
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−1 3 −1 −1 0

The Laplacian matrix L is from the directed topology, based on Consequently, Lapla-

cian matrix L can be obtained as

3 −1 0 −1 −1

L = 0 −1 1 0 0

−1 −1 0 3 −1
−1 0 0 −1 2

(2.12)

It is plain to see that the topology of undirected connections is essentially a specialised

form of the topology of directed connections [23]. The Laplacian matrix that was cre-

ated is approximately normal, and each data transmission in the line G truly possesses

the same characteristics as the input signals of agent 1 through agent 4. In later sections

of this study, the The Laplacian matrix L will play a significant part in the process of

developing the consensus controller and observer. In a nutshell, it is necessary to de-

scribe a number of requirements in order to offer a comprehensive comprehension of

the Laplacian matrix L . The following is a list of the primary criteria of the L , each

of which plays a vital part in the process of developing the consensus controller:

1. For an undirected graph, L is symmetric.

2. For a directed graph, L iscertainly often not symmetrical.

3. Directed and undirected situations are both examples of this. Since L

has zero row sums, 0 is an eigenvalue of L along with the related eigenvector 1

, [1, ...,1]T , and n1 column vector of ones.

4. L is diagonally-dominant, and has non-negative diagonal entries.

5. Gersgorin disc theorem states that, for an undirected graph, all of the non-zero

eigenvalues ofL are positive (L is positive semidefinite), however, each ofL

eigenvalues that are not zero have positive real portions in the case of a directed
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a11B . . . a1nB
.

.

graph. Since all ofL eigenvalues are non-zero, all ofL real components are

negative.

6. For an undirected graph, 0 is a simple eigenvalue of L if - and only if - the

undirected graph is connected.

7. It is possible to have a directed graph that has strong connections, but the connec-

tion doesn’t remain true for an undirected graph, it is possible to have a strongly

linked graph, but the connection doesn’t hold true.let λi (L ) be the ith smallest
eigenvalue of L with λ1 (L) ≤ λ2 (L) ≤ ≤ λn (L ) so that λ1 (L ) = 0

8. For an undirected graph, λ2 (L ) has to do with the algebraic connection, which

is only positive when an undirected graph is connected. Algebraic connectedness

can be used to quantify the convergence rate of consensus algorithms.

2.4.5 Kronecker Product

The Kronecker product of matrices A ∈ Rmxn ,B ∈ Rpxq ,C ∈ Rrxs and D ∈ Rtxu is

defined as

A⊗ B = . . . .
. (2.13)

that satisfies

(A⊗ B)(C⊗ D) = (AC) ⊗ (BD)(A⊗ B)T = AT ⊗ BT (A⊗ B) + (A⊗ C) = A⊗ (B+C)

am1B . . . amn B
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2.4.6 Lyapunov stability theorem, controller and observer designs

The Lyapunov stability theorem was utilised in order to ascertain whether or not the

dynamics system was stable. Equally autonomous and non-autonomous systems can

use it, with the autonomous system being defined by the Lyapunov stability theorem.

This theorem is utilised to establish whether or not a dynamical system is stable [24]

[25]. It can be used for autonomous systems as well as non-autonomous systems, with

autonomous systems being defined as follows: :

x˙ = f (x) (2.14)

For the observer design used when we are unable to measure all of the state variables

x, we turn to the observer to provide an estimate of those values. while solely focusing

on measuring the output y = Cx. In addition to this, it is a replica of the plant with an

the difference between the actual and estimated output, plus another factor, is called

the yˆ = Cxˆ. This will contribute to the correction of the estimate xˆ and bring it closer

to the real state’s values. (provided that the inaccuracy in the measurement is not too

great)

ẋ̂ = Ax̂+Bu + f (y − ŷ) (2.15)

ŷ =Cx̂ (2.16)
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The observer’s error dynamics are determined by A − LC

e˙= x˙ − ẋ̂= (A−LC)e (2.17)

To get started, you are going to have to choose the observer gain (L). We need to locate

the poles at least 5 times further towards the left than that of the dominant poles of the

system andwe want the dynamics of the observer to be considerably quicker than the

dynamics of the system itself. Because of this, we will be able to attain the greater

dynamics that we have been working toward.

If we want to make the most of the space that we have, we will need to set comprising

three observer pole in different locations throughout the room.Because controllability

and observability are two sides of the same coin, we can utilise the same method that

was used to obtain the control matrix by exchanging the matrix B for the matrix C

and then taking the transposes of both matrices. This will give us the control matrix.

For feedback, we make use of the predicted state, denoted by , u = −Kxˆ. Adding the

following lines to your m-file will allow you to see the behaviour of the system in

response to a non-zero initial condition when there is no reference input. In this section,

we will make the assumption that the observer starts off with an initial estimate of zero.

Because of this, the initial prediction error will be close to the actual state vector, which

will be denoted by the notation e = x.

2.5 The mathematical of Observer based controller

In this section, explain how Observer-based controller works mathematically. Based

on what we gained in the last section about the Laplacian equation and the stability

theorem, we can proceed on and propose that State-feedback Consensus Containment

Control.
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M+1
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2.5.1 State-feedback Consensus Containment Control

The state-feedback containment consensus controller is proposed as

ui = −K ∑
j∈F ∪R

li j (xi − x j) (2.18)

where K ∈ Rpxnis a gain control matrix that contains a constant and will be generated

at a later time. It would be possible to say that the containment consensus control

problem has been solved if all of the followers constantly converged to the stationary

convex hull.. Co {xj , j ∈ R as t → ∞

For the network dynamics, we have

x˙ = (IN ⊗ A− L ⊗ BK)x (2.19)

where L is defined, ⊗ is the Kronecker product, x = [x f xt]T where x f = [xT ,.......... , xT ]T

and xl = [xT ...., xT ]T . Hence, we are able to derive a value for x f that conforms to
the following dynamic requirements :

x˙f = (IM ⊗ A − L1 ⊗ BK)xf − L2 ⊗ BK)x1 (2.20)

Let us reintroduce nonsingular matrices T ∈ RNXN and T −1 ∈ RNXN such thatwith

J being a block-diagonal matrix of real Jordan form
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J

k

J1
J2

. . .

Jp

Jp+1
. . .

q

(2.21)

where Jk ∈ Rnk for k = 1, .....p are the Jordan blocks for real eigenvalues λk > 0, with

the multiplicity nk in the form

λk 1

Jk =
λk 1

. . .
. . . (2.22)
λ 1

λk

and Jk ∈ R2nk for k = p + 1, ....,q are the Jordan blocks for conjugate eigenvalues

αk ± jβk ,αk > 0 and βk > 0, with multiplicity nk in the form

µ(αk ,βk) I2

Jk =
µ(αk ,βk) I2

. . . . . . (2.23)

µ(αk ,βk) I2

µ(αk , βk)
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β
αk k

l

with I2 the identity matrix inR2x2 and

µ(αk ,βk) = αk βk

−
(2.24)

By way of introduction transformations

η = (T −1 ⊗ In)ξ (2.25)

we derived that

η̇ f = (IN ⊗ A+ J⊗ BK)η (2.26)

where η = [ηf ηt ] .Consequently, by tinkering with the composition of L , we ob-

tained

η̇ f = (IM ⊗ A+ J f ⊗ BK)η f (2.27)

Jf which f = 1,......,M, is derived from

J = Jf 0Mx(N−M) (2.28)
0(N−M)xM) 0(N−M)x(N−M)
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2.6 Conclusion

In this chapter, various mathematical aspects of consensus control, such as graph the-

ory and the Lyapunov stability theory, are broken down and explained in detail. In

particular, the graph theory provided information regarding the communication topol-

ogy among agents, whereas the Lyapunov stability theory provided steps for stability

conditions that each agent should meet in order to be able to arrive at a consensus. Both

of these theories were utilised in conjunction with one another. The knowledge that

was required was provided by a combination of the two ideas. To put it another way,

having access to these different kinds of informationwas essential in order to turn the

concept of consensus control in multi-agent systems into a practical application. All

of the fundamentals of linear state-feedback controller, observer, and observer-based

controller design have been discussed up until this point. After that, a connection was

made between them and the design of a consensus control for a multi-agent system, and

a discussion was had regarding the conditions under which the systems are stable. As a

result of it, a summary of some of the most significant discoveries made in the field of

consensus control of multi-agent systems has been provided. In a nutshell, these may

be placed in one of three categories: the first-order (single integrator), the second-order

(double integrators), or the higher-order consensus. Explanations in greater detail were

given for the characteristics that were shared by each group. In addition to this, it was

said that the fundamental objective of this thesis is to create a higher-order consensus

control design for multi-agent systems. This was discussed earlier.



CHAPTER 3

METHODOLOGY

3.1 Introduction

During the course of this chapter, the methodology of the project will be presented.

This methodology will describe the work planning and flow of the project. In this

chapter, we will also compare the results of using an observer for containment with and

without a time delay, as well as using an observer-based controller with and without a

time delay. Publications draw their conclusions on a comparison of the outcomes of

using a consensus observer and an observer based controller. This comparison is based

on the results of both approaches.
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3.1.1 Project Flow

Figure 3.1: Project Flowchart.
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3.1.2 Problem Statement

N + 1 nonlinear subsystems which are the same are told by the state space methodol-

ogy:

x˙i = Axi +Bui (t − h) (3.1)

yi =Cxi (3.2)

Numerous connections and subsystems represented by a sequence of edges. A directed

graph G identifies the connections between the various components of the system [26].

The nodes in this network are called vertices. V that represent the ξ . Graph G is linked

to adjacency matrix A. ai j = 1 if the subsystems j and I are coupled. ai j = 0 if ai j is

not zero. From the adjacency matrix, we may derive the Laplacian matrix L = li j as

follows:

li j = −ai j i f j ̸= i

lii =
N

∑
j=i, j≠

ai j (3.3)
i

For stability system, the eigenvalue must be less than 0.

eig(A − λi BKc ) < 0 (3.4)
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−

Then, laplacian matrix

L = 0 01x
(3.5)

Observer for the state variables :

l1 L¯

ẋ î = Ax̂ i + J(yi −Cx̂ ) (3.6)

If design an obsever for a system alone, it may look like this :

N

ẋ̂i = Ax̂i + J∑ li j(y j Cx̂ j) (3.7)
j=1

Where J is the observer gain to make (A+JC) Hurwitz

We consider a controller [27], Ui = −Kxˆi

To make (A − BK) Hurwitz, you need a control gain of K. If we can identify a J suchthat

the consensus control via dynamic output feedback is solved,

Ax̂ −λiJ̄C¯ (3.8)
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∫

0 A− λi JC

Hurwitz for all the non zero eigenvalues of L.Take note of this :

Axˆ −ΛiJ¯C¯ = A−BK BK
(3.9)

As a result, the consensus control challenge is to choose an observer gain J such that

(A − λi JC) is Hurwitz. If (A,C) can be observed and G is tightly coupled, then a J like

this must exist.

3.2 Containment Controller Design for Multi-Agents System (MAS)

without time delay

In this section, explaination about the design of a containment controller for Multi-

Agents System (MAS) without a non-linearity elements which is the time delay. Where

the first step is to design the containment observer and then build the controller based

on the containment observer.

Let

z(t) = x(t)+
t+h

eA(t+τ)Bu (3.10)
t

Differentiating z(t) against time yield [28]

z˙(t) = Ax(t) + e(−Ah) Bu(t) + A
t+h

eA(t+τ) Bu (3.11)
t

= Az(t) +Du(t) (3.12)

where D = eAhB and the controller consider by

u(t) = Kz(t) (3.13)

∫
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1 1

Consequently, applying the same technique (3.2), the equation of the consensus ob-

server can be described as

N

z˙ˆ(t) = Az î(t)+Dui+LC∑ li jz˜j (3.14)
j=1

where zˆi ε Rn each subsystem is assessed to be in its current state i = 1, ...., N and

LεRnxq is the observer’s gain matrix.It can thus be deduced that estimating error dy-

namics

N

z˙̂ (t) =Az î(t) LC∑ li jz˜j (3.15)
j=1

where z˜i = zi − zˆi with z˜ = [z˜T , ....., z˜T ]T For each subsystem, the dynamics of esti-
mated error can be layered in a compact manner.

ż̃(t) = [IN ⊗ A − L̄ ⊗ LC]z̃ (3.16)

Then came the introduction of state change.

η̃̇ = (T −1 ⊗ In)z̃ (3.17)

with T−1 L̄T = J̄, the consensus observer’s transformed dynamicscan be summed up

as

η̃̇ = [IN ⊗ A − J̄ ⊗ LC]η̃ (3.18)

where η̃ = [η̄T , ....., η̄T ]T
1 N
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3.2.1 Containment Observer Based Controller Design

The controller takes the equation (3.4) and the augmented closed-loop network dynam-

icscompactly arranged in a stack [29]

ξ˙ IN ⊗ (A−DK) IN ⊗ DK ξ

ż̃ 0 IN ⊗ A −L⊗ LC z̃
(3.19)

Using the same change, we were able to alter the dynamics of the network (3.8) for η̃

ξ̇ IN ⊗ (A −DK) IN ⊗ DK ξ

η̃̇ 0 IN ⊗ A − J⊗ LC η̃
(3.20)

3.3 Containment Controller Design for Multi-Agents System (MAS)

with time delay

In this section, explaination about the design of a containment controller for Multi-

Agents System (MAS) with a time delay. Where the first step is to design the contain-

ment observer and then build the controller based on the containment observer. The

final steps have been taken to ensure that the system is stable.

3.3.1 Containment Observer Design

Let

z t x t
∫ t+h

eA(t+τ)Bu τ − h dτ (3.21)

Differentiating z(t) against time yield
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1 1

z˙ t Ax t e(−Ah) Bu t A
∫ t+h

eA(t+τ)Bu τ −h dτ (3.22)

= Az(t) +Du(t) (3.23)

where D = eAhB and the controller consider by

u(t) = Kz(t) (3.24)

So using the same approach (3.2),The consensus observer’s equation is as follows:

N

z˙ˆ(t) = Azˆi(t)+Dui+LC∑ li j z˜j (3.25)
j=1

where zˆi ε Rn is the estimated state of each subsystem for i = 1, ....,N and Lε Rnxq is

the observer’s gain matrix. It can thus be deduced that estimating error dynamics

N

z˙̂ (t) =Az î(t) LC∑ li jz˜j (3.26)
j=1

where z̃ i = zi − ẑ i with z̃= [z̃ T ,........ , z̃T]T Each subsystem’s estimated error dynamics

can be piled in a compact manner. [30].

ż̃(t) = [IN ⊗ A − L̄ ⊗ LC]z̃ (3.27)

Then came the introduction of state change.

η̃̇ = (T−1 ⊗ In)z̃ (3.28)
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with T −1 L̄T = J̄, The dynamics of the consensus observer’s altered dynamics can be

characterised by this

η̃̇ = [IN ⊗ A − J̄ ⊗ LC]η̃ (3.29)

where η̃ = [η̄T , ....., η̄T ]T
1 N

3.3.2 Containment Observer Based Controller Design

Closed-loop dynamics could be compactly stacked due to a controller .

ξ˙ IN ⊗ (A−DK) IN ⊗ DK ξ

ż̃ 0 IN ⊗ A −L⊗ LC z̃
(3.30)

Using the same change, we were able to alter the dynamics of the network.(3.8) for η̃

ξ̇ IN ⊗ (A −DK) IN ⊗ DK ξ

η̃̇ 0 IN ⊗ A − J⊗ LC η̃
(3.31)

3.3.2.1 Stability Analysis

An observer for the state variables must be built for dynamic output feedback. Sub-

system i information is comprised of its own output and the outputs of its adjacent

subsystems. Subsystem i are the subsystems j with qi j = 1. An observer for a single

subsystem would look like this:

ẋ î = Ax̂1 + J(yi −Cx̂ ) (3.32)
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To make (A+ JC) Hurwitz, the observer gains J.

N

ẋ̂i = Ax̂i +Bui + J∑ li j(y j Cx̂ j) (3.33)
j=1

In this case, the observer gain matrix J will be determined at a subsequent time. Input

to each subsystem’s control system is provided by

ui = −Kxi (3.34)

A (A − BK) Hurwitz control gain is represented by K.It is therefore possible to writethe

closed-loop control system.

x i̇ = (A−BK)xi +BKx˜i (3.35)

N

ẋ̃i = Ax̃i + J∑ li jCx̃ j (3.36)
j=1

Let x̄ i = [xT , x̃T ]T , where x̃ i = xi − x̂ i .We have

N

ẋ̄i = Āx̄i + ∑ li j J̄ C̄ x̄ j (3.37)
j=1

where,

Ā = A −BK BK
, (3.38)

J̄ = 0
,C̄ =

h
0 C

i
(3.39)
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0 A− λi JC

In the same way, let us
x¯ = [x¯T ,.....,x¯T ]T (3.40)

i N

andwe have

ẋ̄ = (I ⊗ Ā )x̄ +(L⊗ J̄ C̄)x̄ (3.41)

If we can identify a J such that the consensus control through dynamic output feedback

is solved,

Āx̄ − λi J̄C̄ (3.42)

Hurwitz for all nonzero eigenvalues of L. Take note of the fact that

Āx̄ − λi J̄C̄ = A − BK BK
(3.43)

Finding an observer gain J so that (A − λi JC) Hurwitz becomes the consensus control
problem.As long as (A,C) and G can be observed, there will always be a J.



CHAPTER 4

RESULTS AND ANALYSIS

4.1 Stabilization analysis

The eigenvalue needs to be less than 0 in order for there to be stability. According

to the illustration that may be found in the Matlab below, the eigenvalue is less than

0. This demonstrates that the system does not exhibit any instability, the stability is

archieved.

Figure 4.1: stabilization of Eigenvalues in Matlab.

From 4.1, show that the eigenvalues is -0.9975 where the value is less than 0 . Proved

that the system is stable.
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4.2 The Model of multi-agents system Graph connection and

Laplacian Matrix

In this section, we constructed four different kinds of graph connections so that we

could evaluate their performance.Then, we will discuss about the results that we obtain

from each graph connection based on how well they work.

4.2.1 Directed Spanning tree

Figure 4.2: Graph connection of the Directed Spanning Tree.

Agents are connected to numerous leaders via a directed spanning tree. Since each

node in the network receives information from the leader and then passes it on to

the others, every node in the graph will have access to the leader’s data [5]. That

agent 6 received the data from leader 7 and subsequently passed it on to agent 5 is

demonstrated. Repeatedly, the flow is passed to the other agents.
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Figure 4.3: Laplacian Matrix of the Directed Spanning Tree.

The laplacian’s value can be determined by looking at the graph of connections. The

graph’s value can be determined by the direction in which each leader and agent are

connected.

4.2.2 Undirected Spanning tree

Figure 4.4: Graph connection of the Undirected Spanning Tree.
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The undirected spanning tree connects the numerous leaders with their agents. The

nodes in the graph are connected to one another randomly. Agents receive informa-

tion from the leader and then pass it on to other agents, therefore every agent will

receive the same information. An undirected system means that the agents can freely

exchange information with each other without any certain direction.Repeatingly, the

flow is passed on to the other employees.

Figure 4.5: Laplacian Matrix of the Undirected Spanning Tree.

The laplacian’s value can be determined by looking at the graph of connections. The

graph’s value can be determined by the direction in which each leader and agent are

connected.
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4.2.3 Directed Graph with strongly connected

Figure 4.6: Graph connection with a Strongly Connected Agents

It’s basically the same as the directed graph, except that the strongly connected indi-

cates each agent’s connection to the rest of the network is stronger. When the graph is

well-connected, information is transmitted more quickly.

Figure 4.7: Laplacian Matrix with a Strongly Connected Agents.

The laplacian’s value can be determined by looking at the graph of connections. The

graph’s value can be determined by the direction in which each leader and agent are

connected.
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4.2.4 Graph connection with a not Strongly Connected Agents

Figure 4.8: Graph connection with a not Strongly Connected Agents

This type of connection occurs in a graph when not all agents are connected to each

other due to the lack of a Strongly Connected Agent. The agents can only communicate

in one direction. As a result, the link between the agents is weak, and as a result, the

connection is not to strong.

Figure 4.9: Laplacian Matrix with a not Strongly Connected Agents.

The laplacian’s value can be determined by looking at the graph of connections. The

graph’s value can be determined by the direction in which each leader and agent are

connected.
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4.2.5 Observer-Based Containment Controller for Multi-Agents Sys-

tem (MAS) without time delay

This is the graph result without the time delay. The graph result will display 2 graph

because of the laplacian matrix is 2x2 so that it produce 2 data. The first graph is the

plotted graph of leader & follower substance 1 for the point 1,3,5,7,... meanwhile the

other one is plotted graph of leader & follower substancet for point 2,4,6,8,...

4.2.5.1 Directed Spanning Tree Connection

Figure 4.10: Directed Spanning Tree Connection without Time Delay.

4.2.5.2 Discussion

For the Directed Spanning Tree Connection without Time Delay. According to the

graph result, the multi leader can keep the agents contain via a direct spanning tree

connection with no time delay.As can be seen from the graph, the initial signal is dis-

persed, but after about 250 seconds, the agents begin to contain the leaders.
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4.2.5.3 Undirected Spanning Tree Connection

Figure 4.11: Undirected Spanning Tree Connection without Time Delay.

4.2.5.4 Discussion

For Undirected Spanning Tree Connection. According to the graph result, the multi

leader can keep the agents contain via a direct spanning tree connection with no time

delay.As can be seen from the graph, the initial signal is dispersed, but after about 250

seconds, the agents begin to contain the leaders.

4.2.5.5 Directed Graph with a Strongly Connected Agents

Figure 4.12: Directed Graph with a Strongly Connected Agents without Time Delay.
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4.2.5.6 Discussion

For Directed Graph with a Strongly Connected Agents. According to the graph result,

the multi leader can keep the agents contain via a direct spanning tree connection with

no time delay.As can be seen from the graph, the initial signal is dispersed, but after

about 250 seconds, the agents begin to contain the leaders.

4.2.5.7 Directed Graph with a Not Strongly Connected Agents

Figure 4.13: Directed Graph with a Not Strongly Connected Agents without Time
Delay.

4.2.5.8 Discussion

For Directed Graph with a Not Strongly Connected Agents. According to the graph

result, the multi leader can keep the agents contain via a direct spanning tree connection

with no time delay.As can be seen from the graph, the initial signal is dispersed, but

after about 250 seconds, the agents begin to contain the leaders.
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4.2.6 Observer-Based Containment Controller for Multi-Agents Sys-

tem (MAS) with time delay

This is the graph result with the time delay. Here the time delay that has been set is 1.3

which is the max value of time delay that can still maintain the containment system.

The graph result will display 2 graph because of the laplacian matrix is 2x2 so that it

produce 2 data. The first graph is the plotted graph of leader & follower substance 1

for the point 1,3,5,7,... meanwhile the other one is plotted graph of leader & follower

substance for point 2,4,6,8,...

4.2.6.1 Directed Spanning Tree Connection

Figure 4.14: Directed Spanning Tree Connection.

4.2.6.2 Discussion

For Directed Spanning Tree Connection. According to the graph result, the multi

leader can keep the agents contain via a direct spanning tree connection with time

delay 1.3 .As can be seen from the graph, the initial signal is very wavy and scattered

because of the time delay as a non-linearity elements, but after about 250 seconds, the

agents begin to contain the leaders.
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4.2.6.3 Undirected Spanning Tree Connection

Figure 4.15: Undirected Spanning Tree Connection.

4.2.6.4 Discussion

According to the graph result, the multi leader can keep the agents contain via a direct

spanning tree connection with time delay 1.3 .As can be seen from the graph, the initial

signal is very wavy and scattered because of the time delay as a non-linearity elements,

but after about 250 seconds, the agents begin to contain the leaders.

4.2.6.5 Directed Graph with a Strongly Connected Agents

Figure 4.16: Directed Graph with a Strongly Connected Agents.
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4.2.6.6 Discussion

According to the graph result, the multi leader can keep the agents contain via a direct

spanning tree connection with time delay 1.3 .As can be seen from the graph, the initial

signal is very wavy and scattered because of the time delay as a non-linearity elements,

but after about 250 seconds, the agents begin to contain the leaders.

4.2.6.7 Directed Graph with a Not Strongly Connected Agents

Figure 4.17: Directed Graph with a Not Strongly Connected Agents.

4.2.6.8 Discussion

According to the graph result, the multi leader can keep the agents contain via a direct

spanning tree connection with time delay 1.3 .As can be seen from the graph, the initial

signal is very wavy and scattered because of the time delay as a non-linearity elements,

but after about 250 seconds, the agents begin to contain the leaders.
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4.2.7 Comparison between Directed graph and Undirected graph

In this section, an overview of the comparison between directed and undirected graphs

is presented.

Table 4.1: Comparison between Directed graph and Undirected graph

Graph connection Summary
Directed Spanning Tree Con-
nection

It’s easier for the information to propagate
since the connection between the leader and
the agents is directed strongly because the one
agents can sees the other agents in a time.
Therefore, the agents are able to contain the
leader more efficiently.

Undirected Spanning Tree
Connection

They aren’t as close as they could be since the
connections aren’t fully connected on one an-
other. However, the information may still be
obtained, but not fast as the directed spanning
tree connection.



CHAPTER 5

DISCUSSIONS

5.1 Discussion

In order to determine the best connection for the graph pattern, we tested four different

kinds of connections. It has been demonstrated that all connections are still able to

reach the containment, but the directed spanning graph with strongly connected nodes

produces the best results. This is due to the fact that the connection between each agent

and the leader is robust due to the fact that the agents share data with one another, en-

suring that no agent will experience any information loss from the leader. In contrast

to the directed spanning graph, which does not strongly connect its nodes, this graph

connection can still reach the containment. However, the information that is gained is

obtained somewhat belatedly due to the fact that not all agents connect to each other.

According to all of the results, it has been demonstrated that the containment can be

reached via each and every possible connection pattern in the graph. As long as there

is a connection between the leader and the agents for the purpose of conveying the data

and information, the graph connection can take on a variety of various patterns. In the

case when there is no time delay, the initial waveform is smooth but a little bit scattered

due to the absence of non-linearity elements. In contrast, when there is time delay, the

initial waveform is smooth and consistent throughout.
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In contrast to the time delay, the non-linearity parts of the time delay cause the earlier

waveform to be more undulating and scattered, similar to the effect of noise inter-

ference.The input value for the amount of time delay has been checked in order to

determine its maximum value. t = 1.3 is the highest number of time delay that can still

reach the multiple leader of containment system, as determined by our experiment in

Matlab, which led us to this conclusion. If the value is increased over that threshold,

the waveform of the agents will become disorganised and will no longer be able to

contain the leader. There isn’t a significant difference in the amount of time it takes

for the system to contain the leader regardless of whether it operates with or without a

time delay. Nevertheless, when it operates with a time delay, there is a slight delay in

reaching containment.

We came to the conclusion, based on all of these results, that the containment could

still be reached, despite the delay in time. Simply by adding the delay in time, there

is a limitation value that can be used to keep the containment system operational.But

maintaining the system’s stability is of the utmost importance without it, containment

won’t be possible, no matter what the other conditions are. Before beginning to per-

form the simulation, the eigenvalue needs to be checked in Matlab to ensure that its

value is greater than zero. If it is not, the simulation will fail.



CHAPTER 6

CONCLUSION

6.1 Main Conclusion

In the course of this study, one of our key goals is going to be to provide information

about containment management strategies that are predicated on output feedback for

multi-agent systems that exhibit characteristics of non-linearity. For the purposes of

this project, the target is a difficulty in the containment control of a multi-agent system

when that system is contained by numerous leaders, and the ability of each agent to

achieve a containment conclusion is the focus of the investigation. It is necessary for

the leader of the containment control to take part inside the blockade maintained by

the follower if theywish to prevent the system from becoming unstable.

The first objective of this project is to design a containment controller for a multi-agent

system that also has non-linearity components. This objective was accomplished by

modelling the system in Simulink by utilising the information flows that arise from

the directed graph to construct the adjacency graph, which was then followed by the

Laplacian graph.During the course of this inquiry, a suggestion was made regarding the

application of an output-feedback containment controller to multi-agent systems that

exhibited characteristics of nonlinearity.These networks have been directed to generate

a topology similar to that of a forest.
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The controller was successful in containing the states of the subsystems so that they

were contained within the boundaries of the states of the leaders.This was accom-

plished through the application of a particular measure of nonlinear elements, which

can be considered as being conservative but adequate for the system to accomplish its

purpose of gaining containment. This was accomplished through the use of a specific

measure of nonlinear components. In accordance with the findings of the Lyapunov

stability analysis, the controller has been provided with adequate conditions to ensure

its stability. It has been determined whether or not the non-linearity components affect

the system’s overall level of stability, and MATLAB’s simulink performance has been

utilised in order to mimic the behaviour of the system.

As a consequence of this, the controllers and observers have achieved the objective of

their design, and as a consequence of this, they are now capable of containing a number

of follower subsystems within a multi-agents system that has non-linearity elements.In

the system with non-linearity and directed spanning forest topology network, the rec-

ommended containment controller with output feedback has been successful in en-

abling the leaders subsystems to restrict the follower subsystems. The model included

a specific non-linearity measure that was thought to be conservative; nonetheless, the

containment outcome was still able to be attained despite the inclusion of this measure.

An in-depth investigation of the Laplacian structure as well as a Lyapunov stability

analysis were able to identify the requirements that were necessary for the system to

be stable. Running simulations, which verify that the containment attempt was effec-

tive, are used to validate the circumstances that have been established. Because of the

hard work put in by everyone who was part in this endeavour, the objectives of this

project have been realised with great success.
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6.2 Future Recommendations

After the completion of this project, there are a few modifications that may be made

to improve this containment control based on output input from the project dealing

with multi-agent systems. These adjustments might be implemented to enhance the

overall quality of the project. To begin, one conceivable option for improvement is to

introduce extra non-linearity components, such as white noise and other components.

This is only one of many possible ways to make improvements. This is one of the

alternatives that could occur. In addition, able can incorporate various other kinds of

controllers Next, an improvement that may be made to the containment system is to

add additional leaders, such as 200 leaders, in order to expand the system so that it

can support the larger project. This can be accomplished by expanding the number

of leaders that are included in the system. In addition to that, the switching leader

application is a future improvement that has the possibility of being included in this

project. Because of this strategy for changing leaders, the current leader of the team

can now switch places with one of the other agents to become the new leader while the

team is still able to contain itself and advance in the same direction. In conclusion, but

certainly not least, it is possible that this project could be improved by implementing it

in a hardware system, which is an extremely uncommon event for this kind of system

project in hardware.
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