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ABSTRACT 

Nowadays, the application of social media has grown widely in our daily routine. People 

can freely post and share any contents on social media. With the growth of social media, people 

can now make use of it for building connections whether for business or personal gain. The 

popularity of Twitter has also noted to attract awareness of spammers who make use of Twitter for 

their own malevolent objectives such as conducting acts of phishing real Twitter users or spreading 

malicious software through URLs that are shared in tweets as well as hijack topics to attract users’ 

attention. The Internet is a boundless platform for information and data sharing. Detecting spam 

contents from social media network is an intriguing research topic because it is important for cyber 

forensic agencies to detect the way of social media in broadcasting malicious activities or attacks 

before offenses are performed. This research attempts to detect spam in Twitter platform using 

three different machine learning classifier models which is Naïve Bayes, Support Vector Machine 

(SVM), and Random Forest in addition propose the model that produce the highest accuracy and 

precision in predicting spam by comparing each of the model’s result. At the end of this study, the 

results of each model’s analysis will be explained and compared to achieve the objective of this 

study. The dataset is categorized into Training and Testing and the samples for testing is divided 

into 5 categories such as 100, 200, 300, 500, and 1000 sample tweets. The reason of dividing the 

samples into different size is to analyses whether the size of samples affect the analysis results or 

not. After comparing the results, we can conclude that Naïve Bayes has the highest accuracy and 

precision value in predicting spam while Random Forest has the worst accuracy. Thus, this 

research includes all features from extracting contents from social media network such as Twitter, 

applying different machine learning classifiers based on specific keywords like URLs on social 

media network to finally classifying them as Spam or Ham as well as equating the accuracy 

differences between each of the machine learning classifiers. 



ABSTRAK 

Pada masa kini, penggunaan media sosial telah berkembang secara meluas dalam rutin 

harian kita. Orang ramai boleh menghantar dan berkongsi kandungan di media sosial dengan bebas. 

Dengan pertumbuhan media sosial, orang kini dapat menggunakannya untuk membina hubungan 

sama ada untuk perniagaan atau keuntungan peribadi. Populariti Twitter juga diperhatikan untuk 

menarik kesedaran spammer yang menggunakan Twitter untuk tujuan jahat mereka sendiri seperti 

melakukan tindakan memancing pengguna Twitter sebenar atau menyebarkan perisian jahat 

melalui URL yang dikongsi dalam tweet serta topik rampasan untuk menarik pengguna 'perhatian. 

Internet adalah platform tanpa batas untuk berkongsi maklumat dan data. Mengesan kandungan 

spam dari rangkaian media sosial adalah topik penyelidikan yang menarik kerana penting bagi 

agensi forensik siber untuk mengesan cara media sosial dalam menyiarkan aktiviti atau serangan 

jahat sebelum kesalahan dilakukan. Penyelidikan ini cuba mengesan spam di platform Twitter 

menggunakan tiga model pengkelasan pembelajaran mesin yang berbeza iaitu Naïve Bayes, 

Support Vector Machine (SVM), dan Random Forest di samping mencadangkan model yang 

menghasilkan ketepatan dan ketepatan tertinggi dalam meramalkan spam dengan membandingkan 

masing-masing hasil model. Pada akhir kajian ini, hasil analisis setiap model akan dijelaskan dan 

dibandingkan untuk mencapai objektif kajian ini. Set data dikategorikan ke dalam Latihan dan 

Pengujian dan sampel untuk ujian dibahagikan kepada 5 kategori seperti 100, 200, 300, 500, dan 

1000 contoh tweet. Sebab membahagikan sampel ke dalam ukuran yang berbeza adalah dengan 

menganalisis sama ada ukuran sampel mempengaruhi hasil analisis atau tidak. Setelah 

membandingkan hasilnya, kita dapat menyimpulkan bahawa Naïve Bayes mempunyai nilai 

ketepatan dan ketepatan tertinggi dalam meramalkan spam sementara Random Forest mempunyai 

ketepatan terburuk. Oleh itu, penyelidikan ini merangkumi semua ciri dari mengekstrak kandungan 

dari rangkaian media sosial seperti Twitter, menerapkan pengelasan pembelajaran mesin yang 

berbeza berdasarkan kata kunci tertentu seperti URL di rangkaian media sosial untuk akhirnya 

mengklasifikasikannya sebagai Spam atau Ham serta menyamakan perbezaan ketepatan antara 

masing-masing pengelasan pembelajaran mesin. 
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Chapter 1:  INTRODUCTION 

 

 

 

 

 

1.1 Introduction 

People's communication modes are no longer restricted and limited to only on-site features in 

this advanced era where technology has evolved tremendously. Social media networks, 

particularly social media platforms like Twitter, have grown in importance as a means of 

communication and news dissemination, attracting spammers from all over the world to divert 

users' attention. (Sepideh Bazzaz Abkenar, 2020). Twitter's popularity, among so many social 

media platforms, has made it an easy and appealing platform for spammers to spread spam to the 

point where it has become a serious problem. Twitter spam is often described as unwanted tweets 

that contains hostile links that redirect victims to third-party web site infested with risks such as 

phishing, terrorists, drug sales, malware downloads, scam, and lots of others (Susana Boniphace 

Maziku, 2020). 

 

A series of incidents from the past to the present have demonstrated that Twitter spam does, in 

fact, affect the user experience and poses significant threats beyond social media platforms. For 

example, in April 2021, India was hit by a disinformation warfare campaign in which spammers 

used Twitter by changing their username and profile picture to a well-known figure in order to 

spread controversial fake news that could lead to riots and large-scale disruption. In another case, 

spammers abused Twitter by distributing fake or misleading posts and videos using a hashtag or 

keyword (Mishra, 2021). 

 

Suspicious accounts that send duplicate or the same content to multiple users or post tweets 

that only include URL contents can be marked and reported as spammers in the current Twitter 

feature for further action by users. Twitter has used blacklisting services such as Trend Micro's 

Web Reputation Energy for spam filtering purposes. However, spammers' attack strategies are 

constantly changing, and blacklist services have their own limitations, making them unable to 



 

detect spams earlier. As a result, researchers supported Machine Learning (ML) methods for 

identifying the underlying patterns of spammers' activities to detect spam more efficiently. 

(Sepideh Bazzaz Abkenar, 2020). 

 

Social media network is an online platform that permit many people to interact remotely. There 

are various types of social medias accessible today, each of them comes with its own set of features 

and functionalities based on the intention for which it is expected. The simplicity of these networks, 

combined with the proliferation of personal devices like smartphones that enable continuous 

network access, encourages users to overcome some of the communicative difficulty that exist. 

Accordingly, individuals are emboldened to share private information with unknown being such 

as human or system (F. Concone, 2019). Machine learning algorithms, on the other hand, utilize 

data to discover unique patterns in data such as graphic images, words, and phrase, and even 

figures. A machine learning algorithm can only be fed digitally stored data. Many of today's 

recommendation systems, such as those algorithms on Netflix, Spotify, and Youtube; search 

engines used on Google and Baidu; and interactive social-media feeds such as Facebook and 

Twitter, are all operated by machine learning. Each of the platforms starts by gathering as much 

information about user as possible. The collected information comprises what user like to watch, 

how user react to status updates, as well as the links user click. Then, machine learning is used by 

the platforms to create highly educated speculations about what user might want next based on 

their records (B. Mukunthan, 2020).  

 

1.2 Problem Statement 

Among the various Twitter assessments, spam account identification is quite possibly the most 

explored and important. Spammers are entities, regardless of whether genuine individuals or 

robotized bots, whose objective is to over and again share messages containing undesirable 

substance for business or hostile purposes, like connects to pernicious sites, to spread malware, 

phishing assaults, and other hurtful action. Twitter spam detection is a continuous fight among 

cops and looters. To debilitate vindictive practices, interpersonal organizations are continually 

developing, and therefore, spammers have advanced too, embracing more complex methods that 

make it simple to avoid security systems. Following various studies, the researchers concluded 

that many works on social spam detection have been conducted; nonetheless, most prior work on 



 

social media such as Twitter spam has focused on the strategies and procedures for spam detection 

and evasion on a solitary social network. These works have been discovered as being done for 

Facebook, MySpace, or Twitter. Various classifier models presented by a variety of researchers 

have previously been tested in spam detection, and it has been discovered that selecting the right 

one for the same purpose is a significant challenge. Spam is an evolving issue on the Internet by 

and large, and Twitter is no special case. Furthermore, Twitter spam is far more effective than 

email spam. Other researchers have proposed a variety of methods for dealing with Twitter spam, 

including detecting spammers dependent on tweeting history or social characteristics, recognizing 

sporadic activities, and grouping tweet-inserted URLs.  

 

As the improvement of new spam recognition strategies requires the utilization of stable and 

commented on datasets to assess their presentation, such dynamism delivers the datasets in the 

writing rapidly old and almost pointless. Besides, giving the ground truth to a huge measure of 

information is a tedious errand that is as yet done physically in most of cases.  

 

1.3 1.3 Research Questions 

Based on the above problem statement, there are a few research questions formed as displayed 

in Table 1.1. 

 

Table 1.1: Research Question 

 

No. Research Questions 

1 Which analysis model is used to detect spam in Twitter? 

2 Which model used is the most accurate to detect spam in Twitter? 

3 What is the most accurate analysis model to detect spam in Twitter? 

1.4 Research Objectives 

Based on the research questions listed in Table 1.1, a couple of research objectives are revealed 

in Table 1.2 to solve the research questions from Table 1.1. 

 

Table 1.2: Research Objectives 



 

 

No. Research Objectives 

1 To analyze machine learning classification model such as Naïve Bayes, Support 

Vector Machine (SVM) and Random Forest. 

2 To develop a comparison to measure the accuracy test for spam and non-spam tweets 

between machine learning models.  

3 To propose the highest accuracy machine learning model in detecting Twitter spam. 

 

1.5 Research Summary Matrix 

The summary for research question and research objectives of the research is exhibited in Table 

1.3. 

 

Table 1.3 Summary of Research Question and Research Objectives 

Research Questions Research Objectives 

Which analysis model is used? To analyze machine learning classification 

model such as Naïve Bayes, Support Vector 

Machine (SVM) and Random Forest. 

Which model that were applied is most 

accurate to detect spam in Twitter? 

To develop a comparison to measure the 

accuracy test for spam and non-spam tweets 

between machine learning models. 

What is the most accurate analysis 

model to detect spam in Twitter? 

To propose the highest accuracy machine 

learning model in detecting Twitter spam. 

 

1.6 Scope of the Research 

 In this study, three different machine learning classifier models are used to detect spam in 

Twitter. The main scope for using three different machine learning classifiers such as Naïve Bayes, 

Support Vector Machine (SVM) and Random Forest is due to lack of researchers comparing these 

three models in spam detection study despite their popularity and high prediction accuracy.  

 



 

In machine learning, there are countless diverse forms of classification tasks that could be 

encountered, such as Naïve Bayes, Support Vector Machine and Random Forests. Naïve Bayes is 

a probabilistic algorithm centered on the Bayes Theorem that is applied to execute a wide scope 

of classification activities. The Bayes Theorem is a facile mathematical equation for computing 

restrictive probabilities. Support Vector Machine (SVM), alternatively, is a vigorous machine 

learning model that shows high precision with different classification issues and is commonly used 

in an assortment of entrenched applications. In a variety of cases and applications, SVMs have 

shown high classification precision ratios, outflanking other famous classification algorithms. 

Random forests (RF) is a versatile, user-friendly algorithm that consistently creates excellent 

results even without the presence of hyper-parameter tuning. Random Forests creates a "forest" 

out of an ensemble of decision trees, which are typically trained using the "bagging" method hence 

also called as ensemble or bagging method (Donges, 2021). 

 

Python is another important tool in this study as it is used to implement the classifier models 

in code form. Python is a sophisticated beneficial programming language where its language builds 

and object-oriented approach are aimed to help developers recorded as a hard copy clear, consistent 

code for both little and enormous scope projects. Python is ideal for a wide array of machine 

learning (ML) and artificial intelligence (AI) projects because it is a stable, flexible, and simple 

programming language. In fact, there are numerous Python machine learning and AI libraries and 

packages available that will be used in this study to analyze machine learning classifiers such as 

Naïve Bayes, SVM, and Random Forest. The Python programming language is also used in this 

study for data visualization, with modules such as Pandas and Plotly generating a graph plot to 

measure the accuracy difference between the machine learning classifiers analyzed. 

 

The parameters from the classification report result of machine learning models will be 

used to determine which model has the highest accuracy value. In this study, we will be focusing 

on precision and accuracy parameters in order to distinguish which machine learning models is the 

most accurate. Precision parameter will determine how many positive classes are predicted to be 

true while accuracy value will be generated from the total of spam and non-spam tweets predicted 

correctly.  



 

1.6.1 Research Contribution 

   This research will attempt to aid a social media network or platform in detecting spam threats. 

This research will also benefit users by allowing them to detect and respond to potential spam 

threats progressively, resulting in a safer social networking exposure to users. Additionally, 

cyberlaw and forensic enforcement agencies can use the implemented method to identify behaviors 

and patterns in social media networks. Furthermore, manually categorizing the tweets extracted 

from the Twitter platform into Ham and Spam categories will produce more accurate data as an 

output. The system is trained and tested using the labelled datasets.  

 

1.6.2 Keywords 

This section emphasizes keywords that are related to or relevant to the research. Keywords are 

important phases, words, or concepts in research. 

1. Twitter: Twitter, a social media networking web site established in 2006, can be utilized to 

get news, follow celebrities and organizations, or stay in contact with old acquaintances 

(Forsey, 2019). Twitter is also a combination of social media network such as Instagram 

and Facebook, as well as technologies such as instant messaging, to form chains of users 

who can interact anytime and anywhere with short messages known as tweets. 

 

2. Machine Learning: Machine Learning is an artificial intelligence (AI) application that 

permits systems to consequently learn, create, and improve from training without having 

to do anything explicitly programmed (Varone M., 2020). Machine learning algorithms 

allow computers to practice or train on data inputs and afterward apply arithmetic analysis 

to output values that fall within a specific scale. 

 

3. Twitter Spam: Twitter spam has become a major problem in recent years as spammers on 

Twitter tweet for a variety of reasons, including spreading advertisements, disseminating 

pornography, spreading viruses, phishing, or essentially subverting a system's status. If a 

tweet is not entirely composed of text, it is considered spam. Instead, it could incorporate 

a mention, an URL, a hashtag, or a graphic image. (Niddal Imam, 2019).  

 



 

1.7 Report Organization 

Each chapter of the report is summarized in this section. This report is divided into seven 

chapters, which are explained below. 

1.7.1 Chapter 1: Introduction 

Chapter 1 portrays how to detect spam on Twitter using a machine learning approach. This 

section likewise incorporates the project’s problem statement, project question, project objective, 

project scope, and project contribution. 

 

1.7.2 Chapter 2: Literature Review 

Chapter 2 discusses some peer-reviewed papers on spam detection in social media using a 

machine learning approach. It includes existing machine learning classifying techniques, their 

strengths, weaknesses, and limitations, as well as proposed techniques and improvements to 

existing techniques. 

 

1.7.3 Chapter 3: Project Methodology 

Chapter 3 justifies the methodology and actions undertaken to carry out this research. This 

chapter also includes a milestone and a Gantt chart for the research to ensure that the tasks assigned 

are completed on time and smoothly. 

 

1.7.4 Chapter 4: Implementation 

This chapter focuses on the code and development of spam detection on Twitter using 

machine learning approaches. This chapter will also look at the system's expected outcome. 

 

1.7.5 Chapter 5: Testing and Analysis 

Chapter 5 sets the machine learning approach to spam detection to the test and analyses the 

results. A few tests and analyses will be performed, and the resulting results will be explained in 

this chapter. 

 



 

1.7.6 Chapter 6: Research Conclusion 

All research summarization, research contribution, and research limitation will be 

discussed in this section. At the same time, this section will discuss future work. 

 

1.8 Conclusion 

In brief, spam detection on Twitter via machine learning will benefit and efficiently assist 

those social media networks or platforms in detecting any spam threats. There are many different 

types of analyzing algorithms available, but studies show that the machine learning approach is 

superior to others. As a result, this research anticipates producing the expected output or result that 

will assist people in preventing any illegal act from occurring. The accompanying chapter will zero 

in on the literature review, which will review the studied papers on spam detection on Twitter 

using a machine learning approach. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

CHAPTER 2: LITERATURE REVIEW 

 

 

 

 

2.1 Introduction 

This section will assess some research or studies that are pertinent to the title spam 

detection on Twitter using machine learning. This review of the literature is based on some 

resources, such as journal and conference articles. This research is focused on the techniques and 

algorithms used, which will be discussed as the research domain. Furthermore, previous or existing 

techniques or methods, as well as their flaws or limitations, will be reviewed in this chapter. This 

section will talk about the comparison of techniques or methods used in previous research. This 

chapter will also show and explain a list of keywords that will be used in this research paper. 

 

2.2 Related Work 

This section will introduce and explain the domain that is relevant to the proposed research, 

as well as the various terms used in this research. 

2.2.1 Twitter Spam 

Spam is an advanced junk mail where spontaneous interchanges are sent in mass over the 

internet or through any electronic communication system (Belcic, 2020). Spam, as indicated by 



 

the team behind the social media platform Twitter, is a sort of platform exploitation. Platform 

exploitation is an activity that is expected to contrarily affect individual’s experiences on Twitter. 

This incorporates actions that are uninvited or repeated. Malignant mechanization and different 

types of platform exploitation, such as fake user accounts, can all be considered spam. As a result, 

Twitter is constantly improving their spam detection system to combat the spread of negative and 

inappropriate content. As spammers abuse Twitter bots, the number of spams has increased. 

Twitter bots, when misused, can likewise be intended for malevolent platform intimidation and 

exploitation, for example, getting out bogus news promotions, spamming, sock-pupetting, and 

disregarding others' confidentiality (Johansen, 2020).  

 

As per the Twitter Blog, the Twitter Rules have stated a couple of instances of user actions 

that would disregard Twitter's anti-spam Rules. For instance, only tweeting or direct messaging 

links with no commentary. Duplicate or very comparable content across multiple accounts, as well 

as multiple and duplicate updates on a single account or the creation of duplicate or very similar 

accounts will be counted as the creation of fake accounts intended for spamming purposes. Alas, 

posting multiple updates to manipulate or undermine Twitter trends, as well as sending many 

unsolicited replies or mentions, are both viewed as spam. Similarly, buying or endeavoring to 

artificially increase account interactions just as utilizing third-party services or applications that 

claim to be able to get more followers, retweets, or likes, claim to be able to get topics to trend, 

are considered spams (Hinesley, 2019). The detection of URLs in tweets will be the main category 

of spam tested in this research project. Since a tweet on Twitter is limited to 280 characters, users 

will include URL(s) such as bit.ly to shorten the URL. Furthermore, a malevolent social bot might 

post abbreviated phishing URLs in the tweet. At the point when a user taps on an abbreviated 

phishing URL, the user’s request is diverted to middle URLs related with servers filled with viruses, 

at that point redirects the user to vindictive web sites. Accordingly, the Twitter network is 

defenseless against variety of threats, including phishing attacks (Rout, et al., 2020). 

 

Shockingly, in this new time, the advancement of social networks such as Twitter have 

turned into a definitive utilization for people in their everyday lives. As we can find in the present 

current world, more than 0.31 billion individuals use Twitter, and the number of users is yet 



 

developing. Subsequently, individuals hope to share or impart their messages in a free from all 

harm way by means of Twitter Numerous heads of different nations and entertainers,  as well as 

several businesspeople, are sharing their thoughts and messages through this microblogging site 

in this age. Twitter has turned into the most well-known social blog for many people, with more 

than 600 million tweets sent every day.  

This signifies the large number of Twitter users, which encourages spammers to intervene 

in the form of unwanted messages, videos, images, and so on. Many users succumb victim to these 

spammers without acknowledging it. In 2013, an email similar to phishing is sent to the Australian 

Election Commission in response to spam messages sent to their account (N. Senthil Murugan, 

2018). 

 

2.2.2 TDF-IDF 

The Term Frequency - Inverse Document Frequency (TF-IDF) method is utilized to 

convert a document into a structured format. In data retrieval and text mining, TF-IDF is 

commonly treated as a weighting component. It is a numerical representation of how significant a 

word is to a report in a compilation or corpus. The TF-IDF value builds relatively to the occasions 

a word shows up in the statistics but is balanced by the word or expression recurrence in the 

compilation, which supports in controlling for the way that several words or expressions are more 

recognizable than others. (Alomari and Shaalan, 2018). The output of a function of term frequency 

(𝑓𝑡,𝑑) and a function of the inverse of document frequency (1𝑁𝑡) are combined to calculate TF-

IDF. The function of TF and IDF is highlighted in Table 1.4. 

 

Table 2.1: Function of TF-IDF 

Term Frequency (TF) Inverse Document Frequency (IDF) 

- Determines how frequently the 

word t appears in a document d 

by separating the quantity of 

events of any word t in d by 

- Determines the importance of 

a word by evaluating the 

logarithm of the quanityt of 

documents in the collection 

divided by the number of 



 

the maximum number of 

events of any word t in d. 

 

 

𝑇𝐹𝑡,𝑑= 
𝐹𝑡,𝑑

max (𝐹𝑡,𝑑)
  

 

documents in which a given 

word appear. 

 

𝐼𝐷𝐹𝑡,𝑑=𝑙𝑜𝑔(
𝑁

𝑑𝑓𝑡
)  

 

The combination of the TF and IDF functions is shown as below, where N is the 

overall figure of tweets in the set N= |D|. Simultaneously, df(t) indicates the word 

frequency with which the word t shows in a tweet d. 

 

TF - 𝐼𝐷𝐹𝑡,𝑑 = 𝑇𝐹(𝑡,𝑑) * 𝐼𝐷𝐹𝑡,𝑑  

 

 

2.2.3 Naïve Bayes (NB) 

The Naïve Bayes (NB) classifier, according to (Joaquín Abellán, 2017), is an exceptionally 

straightforward and famous classification technique that generates great outcomes in a short 

processing timeframe. Thus, it is a fantastic classifier for extremely enormous datasets. The 

technique is heavily reliant on the relationships between the variables. Due to its simplicity, this 

classifier is well suited for exceptionally huge datasets. The capacity to deal with gigantic volumes 

of data is vital for data extraction. Arising technologies and applications can produce substantial 

amounts of data that can be utilised for more intensive data extraction. Supervised classification 

learning is an significant tool for decision support in the ground of machine learning.  

 

Classification is a machine learning technique that predicts group participation for data 

instances. It has applications in medication, character detection, cosmology, banking, and different 

fields. A classifier can be addressed either by a Bayesian network, a neural network, a decision 

tree, or another kind of network. 

 



 

2.2.3.1 Probability 

Probability is the basis whereupon Naive Bayes was assembled, and it is associated with 

the essential parts of arithmetic that assist us with anticipating how conceivable an event X is to 

happen based on the result of potential outcomes. The positive events demonstrate the event for 

which you require the likelihood of occurrence. Probability is for the most part in the scope of 0 

to 1. A value of 0 implies that there is no chance of that event happening, while a value of 1 implies 

that there is a 100 percent chance that it will happen. In Addition, probability can be construed in 

the ensuing equation in Figure 2.1: 

 

 

Figure 2.1: Probability equation 

 

2.2.3.2 Conditional Probability 

Conditional Probability is a subset of Probability that constricts the theory of probability 

to produce a reliance on a particular event. For events with a probability of two or more, 

conditional probability is determined. Think about the accompanying two events: A and B. The 

conditional probability of event B is identified as the likelihood that event B will ensue given that 

event A has already ensued. It is implied as P(B|A), and accurately by the formula based on Figure 

2.2. 

 

 

 

Figure 2.2: Conditional Probability Formula 

 

2.2.3.3 Bayes Rule 

The Bayes Rule is used throughout the theory of calculating a hypothesis (H) from the 

evidence provided (E). It associates two hypotheses: the probability of the hypothesis before 

obtaining evidence, P(H), and the probability of the hypothesis after obtaining evidence, P(H|E). 

Moreover, it is provided by the following equation in Figure 2.3. 



 

 

              

           Figure 2.3: Bayes Rule Equation 

 

Based on the above figure,  

 P(H|E) = How frequent H happens given that E happens. 

 P(E|H) = How frequent E happens given that H happends. 

 P(H) = How frequent A happens. 

 P(E) = How frequent E happens. 

 

2.2.3.4 Bayes Rule from a Machine Learning Aspect 

The information is grouped into two categories: training data and testing data. The training 

data is applied to train the model, whereas the testing data is applied to appraise the model and 

generate new forecasts. If the input features work as evidence, then the labels act as outcomes in 

the training data. The conditional probability is employed to calculate P(Evidence|Outcome), 

which is the probability of the evidence provided the outcomes. The main target is to compute the 

P(Outcome|Evidence), which is the probability of an outcome based on the evidence. If X 

represents Evidence and Y represents Outcome, P(X|Y) and P(Y|X) are depicted in Figures 2.4 

and 2.5. 

 

 

               

Figure 2.4: Formula to calculate from Training data 

 

 

 

 

Figure 2.5: Formula to calculate from Testing data 



 

 

 Simultaneously, there is a formula for determining the probability of output given the input, 

where Y represents the output and X represents the input. In real-life problems, there are numerous 

X variables, as opposed to the hypothetical estimation of having a single input feature. At the point 

when the features are independent, the Bayes Rule is reached to Naïve Bayes. Assuming that there 

are numerous inputs, for instance X1, X2, X3, and Xn, the outcome which is Y, is anticipated by 

making use of the Naïve Bayes equation, as shown in Figure 2.6. 

 

 

  

 Figure 2.6: Naïve Bayes Equation 

 

Based on the above figure, 

P(Y=k | X1...Xn) = The probability of the outcome given the evidence 

P(X1 | Y=k) * P(X2 | Y=k) * ... P(Xn | Y=k) = The probability of the likelihood of 

evidence 

P(Y=k) = The Prior Probability 

P(X1)*P(X2)*P(Xn) = The probability of the evidence 

 

2.2.4 Support Vector Machine (SVM) 

The Support Vector Machine (SVM) is a meager core decision machine that form its 

learning model without computing subsequent probabilities. As a result of its mathematical 

foundation in statistical learning theory, SVM gives a principled style to deal with problems. SVM 

fabricates its resolution utilizing a subset of the training input. SVM has been broadly used in task 

similar to classification, regression, novelty detection, and feature reduction. SVMs are among the 

most powerful and robust classification and regression algorithms used in a comprehensive range 

of applications (Jair Cervantes, 2020). SVM creates a tool for classifying data into different classes 



 

using an N-dimensional hyperplane that estimates based on a given training dataset. The SVM's 

algorithm will likely discover a hyperplane in N-dimensional space, where N is the number of 

features that clearly classify the data points. 

 

2.2.4.1 Hyperplanes and Support Vectors 

According to (Gandhi, 2018) stated that hyperplanes act as decision limitations that support 

classifying the data points. Data points on one or the other side of the hyperplane can be appointed 

to separate classes. Furthermore, the number of features define the size of the. According to Figures 

2.7 and 2.8, the hyperplane is just a line if the number of input features is two. The hyperplane 

becomes a two-dimensional plane if the number of input features is 3. As soon as the number of 

features surpasses three, the prediction process becomes complicated. 

 

 

Figure 2.7: A hyperplane in R2  is a line in 2D feature space 

 

 



 

Figure 2.8: A hyperplane in R3 is a plane in 3D feature space 

  

Support vectors serve as data points that are nearer to the hyperplane and affect its position 

and direction. It can be used to augment the classifier's margin. If the support vectors are removed, 

the position of the hyperplane will change. As these are the important points that will help us in 

developing a stable SVM. Figure 2.9 depicts the support vectors with a small and large margin. 

 

 

Figure 2.9: Support Vectors 

 

2.2.4.2 Formulation of SVM 

The formulation of SVM is shown in Figure 2.10. 

 

        

         Figure 2.10: Formulation of SVM 

 



 

   g(x) = 𝑤𝑇x + b 

Maximize k such that: 

- 𝑤𝑇x+b >= k for 𝑑𝑖 == 1 

- 𝑤𝑇x+b <= k for 𝑑𝑖 == -1 

Value of g(x) based on ||w|| : 

1. Keep ||w|| = 1 and maximize g(x) 

2. g(x) >= 1 and minimize ||w|| 

 

2.2.5 Random Forest (RF) 

  Random forest classification is a well-known machine learning method for creating 

prediction models in countless research settings, according to (Jaime Lynn Speiser, 2019). Random 

forests are a compilation of classification and regression trees, which are straightforward models 

that calculate results using binary splits on predictor variables. The ability towards handling 

datasets with many predictor variables is a significant advantage of using random forest for 

prediction modelling. 

 

2.2.5.1 Random Forest Algorithm 

 The basis of Random Forest algorithm works in four steps. Firstly, Random Forest’s 

algorithm will randomly select samples from a given dataset. Next, a decision tree is built for each 

of the sample that was randomly selected to get a prediction output from each of the constructed 

decision tree. Thirdly, the algorithm will perform a vote for each of the predicted results achieved 

in second step. Lastly, the final prediction is selected by filtering the prediction result with most 

votes in third step. These four important steps can be seen in Figure 2.11. 

 



 

 

Figure 2.11: Algorithm of Random Forest 

 

2.3 Critical review of existing algorithms/techniques, current problem justification 

This section describes the machine learning algorithms or techniques, attributes, and 

programming languages used in existing works. Some comparisons will be made to demonstrate 

the differences between the techniques. Simultaneously, the comparison result's justification and 

conclusions will be presented, and a recommended solution will be discussed in the following 

section. This section describes the machine learning algorithms or techniques that will be used in 

the study. The data extricated from the chose studies included insights concerning the authors, year 

of publication, techniques applied, dataset used, tools and domains targeted is shown in Table 2.1. 

 

Table 2.2: Summation of techniques and tools used in Machine Learning 

 

No. Author Year Techniques/

Methods 

Dataset Tools  Domain 

1. Aryo Pinandito, 

2017 

2017 K-nearest 

neighbors 

(kNN), Naïve 

Bayes (NB) 

Collected tweets 

with trending 

keywords in 

RStudio General  



 

Indonesia from 

Twitter in 2019.  

2. Surendra Sedhai, 

2018 

2018 Logistic 

Regression 

(LR), NB, RF 

Collected tweets 

from Twitter from 

May 17th until 

30th 2013. 

Semi-

Supervise

d Spam 

Detection 

(S3D) 

framewor

k 

News, 

Sports, 

Food, 

etc 

3. Hadi 

Tajalizadeh, 

2019 

2019 NB Collected tweets 

from Twitter in 

JSON format 

from early 2019. 

DenStrea

m, Scikit-

Learn 

General 

4. Zulfikar Alom, 

2020 

2020 Decision Tree 

(DT), Neural 

Network 

(NN), NB 

Social honeypot 

and 1KS – 10KN 

dataset from 

January until 

August 2020. 

Keras, 

Tensorflo

w 

Politics, 

News, 

etc 

5. Nan Sun, 2020 2020 DT, NB, NN, 

kNN 

Collected real-

time tweets from 

Twitter in 2020. 

Stochastic 

gradient 

boosting 

machine 

(GBM), 

Boosted 

Logistic 

Regressio

n (BLR) 

General 

 

 



 

2.4 Project Solution 

This research offers a machine learning methodology to detecting Twitter spam on social 

media. Naive Bayes (NB), Support Vector Machine (SVM), and Random Forest (RF) are the 

techniques or algorithms that will be used in this research. Vicinitas.io will be used to extract 

relevant data or tweets. The relevant data or tweets will then be classified as spam or quality. 

The output of spam detection in Twitter using machine learning will be tested and analyzed. A 

comparison of the techniques or algorithms used will be performed to determine which 

algorithm has the highest accuracy. 

 

2.5 Conclusion  

To conclude, this chapter has demonstrated previous works on techniques or algorithms that 

have been used. The following chapter will go over the methodology that would be applied in this 

project. 

 

 

 

  

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

CHAPTER 3: RESEARCH METHODOLOGY 

 

 

 

3.1 Introduction 

An approach is characterized as the techniques and systems used to collect data, collect and 

verify information for research purposes. The methodology is a collection of plans, ideas, 

guidelines, or suggestions for moving forward with the preparation of a project or documentation. 

The goal of presenting a methodology is to ensure that the project is handled correctly with the 

activity flow.  

In this chapter, a brief methodology along with the milestone and Gantt chart for this project 

duration will be shown and explained. 

 



 

3.2 Methodology 

 Based on the flow chart diagram in Figure 3.1, the methodology of this study is shown. 

This study’s methodology consists of three important steps which are data collection, tweets 

classification, followed by analysis and evaluation. The first process of the methodology begins 

by collecting data or datasets such as tweets from Twitter to be used in implementation. Then, the 

extracted tweets will be classified into testing and training dataset samples and labelled manually 

into spam or ham. Lastly, the datasets will be implemented into the system and used to generate 

results for each classifier to compare the accuracy of prediction and detection of spam. 

 

Figure 3.1: Flowchart diagram of this study’s methodology 

 

3.3 Research Milestone 

      A project milestone denotes a significant progression of experiences or the completion of a 

project. It aids in the establishment of goals and the management of project development. The 

project milestone is a method of estimating how long it will take to complete a project. It 

accommodates determining whether the project is on track to ensure that the project is completed 

on time. Furthermore, the Gantt chart depicts project schedule information by scheduling project 

• Gather relevant data 
or tweets in general 
across Twitter, a 
social media platform 
or microblogging 
website.

Data Collection

• From a list of 
datasets, filter and 
remove unrelated 
tweets extracted from 
Twitter.

Tweets Classification

• Related data from the 
datasets were 
extracted, then 
classified, and 
reviewed by comparing 
and distinguishing 
algorithm accuracy.

Analysis and Evaluation



 

activities to be completed in order to complete the project. For instance, a research milestone is 

presented in Table 3.1 while the Gannt chart is displayed in Table 3.2. 

 

Table 3.1: Research Milestone 

Week Activity 

1.   

              Meeting 1 

24 February – 19 March  

 

- Proposal PSM: Discussion 

- Proposal Assessment & 

Verification 

1.   

    22 March – 26 March 

- Proposal Revision/Improvement 

- Verify the List of 

Supervisor/Project Title 

2.   

    29 March – 2 April 

- Proposal Presentation to 

Supervisor 

- Submission of Proposal via 

Ulearn 

- Start Report Chapter 1 (Initiate 

Research) 

3.   

        5 April – 9 April 

 

- Chapter 1 

- Chapter 2 

4.   

      12 April – 16 April 

 

- Chapter 2 

- Begin exploring dataset 

collection and extraction. 



 

5.   

             Meeting 2 

      19 April – 23 April  

 

- Chapter 2 

- Chapter 3 

 

6.   

      26 April – 30 April  

MID SEMESTER BREAK 

7.    

             Meeting 3 

         3 May – 7 May  

 

- Chapter 3 

- Discuss project progress and 

make changes to report.  

8.   

       10 May – 14 May 

 

- Chapter 3 

- Chapter 4 

9.   

        17 May – 21 May  

 

- Chapter 4 

- Start classifying datasets. 

10.   

        24 May – 28 May 

 

- Project Demo 

- Begin coding. 

11.    

             Meeting 4 

        31 May – 4 June  

 

- Project Demo 

- Show progress and report 

discussion. 

12.   

         7 June – 11 June  

- Project Demo 

- PSM 1 Report 



 

 

13.    

              Meeting 5 

        14 June – 18 June  

 

- Project Demo 

- PSM 1 Report 

14.   

        21 June – 25 June 

 

- Project Demo 

- Presentation power point slides 

15.   

        28 June – 2 July 

FINAL PRESENTATION 

Final report submission and 

presentation 

REVISION WEEK 

16.   

          5 July – 16 July 

FINAL EXAMINATION WEEK 

17.  

        19 July – 23 July 

- Begin making changes to 

project according to evaluator’s 

comment during presentation. 

18.  

        26 July – 30 July 

- Document the new 

implementation and changes 

made in report. 

19.  

      2 August – 6 August 

- Make changes to report and 

citation. 

20.  

     9 August – 13 August 

- Find journal articles to support 

point in report. 



 

21.  

16 August – 20 August 

- Project Demo 

- Show changes to supervisor for 

feedback. 

22.  

23 August – 27 August 

- Make changes to report 

according to supervisor’s 

feedback. 

23.  

30 August – 3 September 

- Project Demo 

- Show supervisor report 

24.  

6 September – 10 

September 

- Show adjusted report to 

supervisor and discuss about 

presentation slide. 

25.  

         14 September 

FINAL PRESENTATION 

Final report submission and 

presentation 



 

 

 

Figure 3.2: Gantt Chart for PSM 1 Milestone 

 

Figure 3.3: Gantt Chart for PSM 2 Milestone 

 



 

3.4 Conclusion 

The present chapter of this research has covered the methodology section. For this study, the 

machine learning approaches are implemented as the methodology. There is also an overview of 

the tools and features used. In addition, a project milestone and a Gantt chart are presented in this 

section to ensure that the research can be completed on time. At the same time, the following 

chapter will go over research implementation process. 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 4: IMPLEMENTATION 

 

 

 

4.1 Introduction 

The previous chapter discussed the aspects of the research methodology. This chapter 

examines the implementation of various machine learning classifier models to detect spam tweets 

on a social network. Simultaneously, this chapter discusses the operators or features that are used 



 

in the system. Following that, the procedures that must be followed are also explained in this 

chapter.  

 

4.2 Environment Setup 

There are four stages required in detecting spam tweets on social networks such as data 

collection, pre-processing, folding, automated training set classifier, extraction, tweets 

classification, analysis and evaluation as shown in Figure 4.1. 

 

 

Figure 4.1: Recommended System Block Diagram 

1. Data Collection 

This study collects relevant data from a social media social media 

network known as Twitter, using Vicinitas.io, as mentioned in the previous 

chapter. Before processing the data, Vicinitas.io requires permission from 

the user during the collection process. To do so, an authenticated Twitter 

account is required to gather information or tweets from Twitter smoothly. 

Figure 4.2 shows the gathering of data using keywords or hashtag as well 

as statistical information. 



 

    

    Figure 4.2: Data collection of tweets from Twitter 

 

After the real-time tweets have been gathered, we will begin 

extraction process. Figure 4.3 shows the process of extracting the tweets 

from Twitter into an excel file. The tweets collected will be compiled and 

downloaded in an excel file to allow the data labelling process to be done 

easier. 

 

                                                  

   Figure 4.3: Export tweets as data into Excel file 

 Once the tweets are exported successfully, we will open the excel 

file and review the sheet and see if there are any missing data. As seen in 

Figure 4.4, all data is intact, and tweets are also extracted nicely. If there 

are no missing data, we will proceed to the next step which is tweets 

classification. 

 



 

 

 

 

 

 

 

 

 

 

 

    Figure 4.4: Data exported from Vicinitas.io into Excel 

 

2. Tweets Classification 

 

 Once the tweets or datasets have been collected from Vicinitas.io, 

we will divide them into two categories: testing data and training data. One 

of the methods used is to gauge the accuracy of the models is to train or test. 

The method is called Train or Test because the dataset is separated into two 

sets, the training set and the testing set. 80% of the dataset is employed for 

training, while the remaining 20% is employed for testing. The models are 

trained by applying the training set as opposed to the testing set. Figure 4.5 

shows the folders for testing and training data. 

 

 

 

 

 

 

   Figure 4.5: Folders created to store Testing and Training data 

 



After creating the Testing and Training folder, we will proceed to 

manually classify the dataset samples into spam and non-spam. In this study, 

spam tweets will be labelled as Spammer Tweets while ham tweets are 

labelled as Legitimate Tweets. The entire dataset extracted from 

Vicinitas.io will be reviewed one by one and assigned manually into their 

own respective folder. In Figure 4.6, the file that contains Legitimate 

Tweets sample and Spammer Tweets sample is shown.  

Figure 4.6: Text files containing the manually classified tweets 

The legitimate tweets in the Testing and Training data folder represent 

HAM tweets, indicating that they are not spam. Legitimate tweets in this 

context refer to data that does not contain any hashtags or website URLs. 

As a result, Spammer Tweets in the Testing and Training data folder refers 

to data containing hashtags or website URLs. According to (Ratul 

Chowdhury, 2020), spam tweets frequently contain uniform resource 

locators (URLs) with site links that are either adult contemporary or 

unseemly for the situation. Spammers use these URLs to direct users to 

malicious websites that contain viruses. The screenshots in Figure 4.6 

through Figure 4.9 show an example of tweets or data. 

• Testing Data – Legitimate Tweets



 

- The tweets shown in Figure 4.6 are extracted and classified 

into legitimate tweets in Testing Data folder as it does not 

contain any spam keyword which is an URL of website. 

 

Figure 4.7: Legitimate tweets in Testing data folder 

 

• Testing Data – Spammer Tweets 

- The tweets shown in Figure 4.7 are extracted and classified 

into spammer tweets in Testing Data folder as it contains 

spam keyword which is an URL of website. 

 

 

Figure 4.8: Spammer tweets in Testing data folder 

 

• Training Data – Legitimate Tweets 



 

- The tweets shown in Figure 4.8 are extracted and classified 

into legitimate tweets in Training Data folder as it does not 

contain spam keyword which is an URL of website. 

 

Figure 4.9: Legitimate tweets in Training data folder 

 

• Training Data – Spammer Tweets 

- The tweets shown in Figure 4.9 are extracted and classified 

into spammer tweets in Training Data folder as it contains 

spam keyword which is an URL of website. 

 

 

Figure 4.10: Spammer tweets in Training data folder 

 

3. Analysis and Evaluation 



 

 

We will use the datasets that we divided into training and testing sets 

for analysis and evaluation. To accomplish this, we will use Python code to 

assist machine learning models in producing output for analysis and 

evaluation. Machine learning modules such as sklearn and matplotlib.pyplot 

are used to import features for analyzing the detected spam tweets. The 

screenshots in Figures 4.10–4.16 show the code that is used to generate the 

table and graph for further analysis and evaluation. 

 

In Figure 4.10, a new class named class TwitterUser is created to 

store the data of a Twitter user as well as their tweets. All the relevant data 

will be stored accordingly into their respective parameters. The purpose of 

creating this new class is to make sure all the data is stored correctly into 

the system so that it will be easier to call the stored data again when training 

and testing dataset. 

 

 

Figure 4.11: Code to store Twitter user info and tweets 

 

In Figure 4.11, def import_user_data is used to import all the data or dataset 

samples from text files such as Excel file and store it into the new class that 



 

we have previously created – class TwitterUser. Once we have successfully 

import the dataset into the system and store it together with the user data, 

we will use the return twitter_users command to return a list of all the stored 

data in the new class. 

 

Figure 4.12: Code to import the dataset file 

 

In Figure 4.12, def calculate_features is used to calculate the various 

features derived from the existing data types of the new class. For example, 

the feature calculated is TF-IDF and it will be added to the twitter_users 

object. This step will also calculate the number of times the keyword 

appeared in a tweet. 

 

 

Figure 4.13: Code to calculate the specific features from datasets 

 



 

In Figure 4.13, def build_feature_matrix is used to convert the 

features calculated in Figure 4.12 into numpy array or matrix and normalize 

it. The created array will be displayed in the result as reference for the graph 

output. 

 

Figure 4.14: Code to convert the features calculated into matrix for 

normalization 

 

In Figure 4.14, a few commands are used to import the dataset files 

while creating a train and test features along with labels. Firstly, the dataset 

sample files will be imported into the system then by using pickle function, 

we will load the files into their respective folders such as training and testing. 

This step will allow us to check whether the datasets have been trained and 

tested successfully before running the system.  

 

Figure 4.15: Code to import the dataset files in both Training and 

Testing folder to create training and testing features 

 



 

In Figure 4.15, a command is used to configure the plot appearance 

as well as display the label correctly on both axes. The array done in Figure 

4.13 will be displayed accordingly after the plot appearance is correctly 

configured. 

 

Figure 4.16: Code to generate plot appearance and labels for graph 

output 

 

In Figure 4.16, a few commands are used to build, test and evaluate the three 

different machine learning models. Both training and testing features will 

be called in this function to implement it in each model’s algorithm. Then, 

the classification table will be created after each model is successfully run. 

 

 

Figure 4.17: Code to build, test and evaluate the machine learning 

classifier models 



 

4.3 Conclusion 

This chapter has outlined the aspects of the Twitter Spam Detection Using Machine Learning 

Approach implementation. This chapter has presented the parts of the system setup. In addition, 

this current chapter deliberated how to set up the data mining framework. In the following chapter, 

the system for detecting spam tweets on Twitter will be tested and analyzed. 

 

 

 

 

 

 

 

 

CHAPTER 5: TESTING AND ANALYSIS 

 

 

 

 

5.1 Introduction 

The preceding chapter examined the development of spam detection particularly in Twitter 

platform through machine learning approach. Thus, in this chapter, the system is tested and 

analyzed. The testing phase is carried out by running different classifying models/algorithms on 

the test data to verify the accuracy and competence of each classifiers when the division is 



 

identified. The accuracy of the classifiers that will be discussed in this phase, including class 

precision and class recall of non-spam and spam tweets. 

 The outcomes of the accuracy analysis, as well as graphs, will be shown and explained in 

this chapter. 

5.2 Results and Analysis 

Because the terms class precision and class recall will be used frequently in this chapter, they 

will be defined ahead of time for clarity. At the point when the objective is to diminish the number 

of real-time tweets classified as spam, the term class precision is used, whereas class recall is used 

to minimize the number of spam tweets classified as ham, also known as non-spam tweets 

(Ferreira, 2018). 

For testing purpose, the dataset is categorized into a few categories such as 100, 200, 300, 

500 and 1000 samples. Each of these samples will be tested using the three machine learning 

models to distinguish the difference in accuracy. The results of the samples for each machine 

learning models will vary; thus, a comparison table and graph figure will be constructed for further 

analysis. 

 

5.2.1 Comparison of Machine Learning Classifier Model Analysis  

The table below shows that the Naïve Bayes classifier outperforms the other two machine 

learning classifier models, Support Vector Machine and Random Forest. 15 tweets come about 

selected from the 1000 extracted tweets to illustrate the differences in classification results in three 

machine learning classifier models. In general, Naïve Bayes predicted 11 correct tweets out of 15 

sample tweets, Support Vector Machine (SVM) predicted 9 correct tweets out of 15 tweets, and 

Random Forest predicted 8 correct tweets out of 15 tweets. Please refer to the Appendices section 

to see the full list of 1000 sample tweets. 

 

 Table 5.1: Sample prediction analysis of three machine learning classifier models 

Tweets SPAM/HAM Naïve 

Bayes 

Support 

Vector 

Machine 

(SVM) 

Random 

Forest 



 

Landing Page Makeover Clinic #20: 

TantricSexforBusyCouples.com 

http://ow.ly/DHNU  #sitereview 

#usability #conversion 

Spam Spam Ham Spam 

Airports are the best places to people 

watch.....so many characters here 

Ham Spam Ham Spam 

20 Ways To Make Your Website Crap: 

http://ow.ly/DCZ5 #webdesign 

Spam Spam Spam Spam 

I have also had a lot of time to observe 

people and noticed that people in suits 

used blackberries 80% of the time.....go 

blackberry! 

Ham Ham Ham Spam 

What's the one thing you should be 

doing right now but aren't? #gtd 

#productivity 

Spam Spam Ham Spam 

Twitter Analytics - A burst of 

imagination that has changed how we 

view stats: http://ow.ly/FwVq #twitter 

#analytics #occamsrazor 

Spam Spam Spam Spam 

10 Definitive Tips for Writing 

Captivating Emails: http://ow.ly/DD06 

#email #emailmarketing #marketing 

Spam Spam Spam Spam 

@CaptOptamicus: I just RSVPed to a 

#VotingRightsMarch event! On August 

28th, I’ll be joining democracy 

advocates across the country to protect 

voting rights. Join me at the March On 

for Voting Rights. 

https://t.co/8aWTWPYhn1 

Ham Spam Spam Spam 

15 brilliant infographics that should 

inspire your designs: http://ow.ly/DI0r 

#infographic #design 

Spam Spam Spam Spam 

I have had this one guy on all 3 of my 

flights and he has no bags no coat and 

he hasn't said a word 

Ham Ham Ham Spam 

"RT @AGoblinLife : Woah a 

https://t.co/2ZYAMPRwB9 build~ 

&gt; Added text! Made my own voxel 

font. 

&gt; New URL! 

https://t.co/pIrk7Mt7D3! 

#opensource | #solodev | #vr | #voxel 

https://t.co/paSXazcMum" 

Spam Spam Spam Spam 

Swimmer Abbas Karimi is currently 

the only Afghan athlete competing at 

the Paralympics. I spoke to him about 

Ham Ham Ham Spam 



 

his journey from Kabul to refugee 

camps in Turkey to the U.S., and now, 

Tokyo. https://t.co/Xs04gWO3ri 

On the plane headed to Chicago....its 

been a fun couple day adventure. 

Excited to see what the future holds 

after all this 

Ham Spam Spam Spam 

When you get on th scales & they go 

back round to zero, does that mean you 

get to start with a clean slate? #exercise 

Ham Spam Spam Spam 

A Subscriber received 25 #Mortgage 

Results for £100,000 over 25 years: 

https://t.co/1gUbb5dyz1 

https://t.co/WhOzARbyah 

Spam Spam Ham Spam 

Prediction 

(Correct) 

 11 9 8 

Prediction 

(Incorrect) 

 4 6 7 

 

5.2.2 Testing of 100 tweets 

The first testing sample is 100 tweets. The purpose of testing 100 sample tweets is to 

make sure that the system is functioning well as well as training data was implemented nicely. If 

any errors occur while testing 100 sample tweets, problem will be solved first before proceeding 

with bigger sample. 

5.2.2.1 Naïve Bayes 

 The accuracy of class precision, class recall of non-spam and spam tweets is shown in 

Figure 5.1. As we can see from Figure 5.1, 0 represents the Negative while 1 represents the Positive. 

In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of Naïve 

Bayes for testing 100 samples is 0.71 which is considered high accuracy. By looking at the False 

Positive, it is also higher than False Negative – and False Negative is also ideal as it is not above 

0.1%. The confusion matrix can be used to refer the graph in Figure 5.2 for a more graphic analysis 

of this result.  



 

 

Figure 5.1: The accuracy report for Naïve Bayes 

 In Figure 5.2, we can see that the True Positive box is purple color indicating it is 8 – as 

indicated in the Confusion Matrix. The high indicator for True Positive means that Naïve Bayes 

has successfully predicted most of the sample tweets correctly. 



 

 

Figure 5.2: The graph figure report for Naïve Bayes 

5.2.2.2 SVM 

 The accuracy of the class precision, class recall of spam and non-spam tweets is shown in 

Figure 5.3. As we can see from Figure 5.3, 0 represents the Negative while 1 represents the Positive. 

In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 

for testing 100 samples is 0.71 which is considered high accuracy. By looking at the False Positive, 

it is also higher than False Negative – and False Negative is borderline ideal as it is above 0.1%. 



The confusion matrix can be used to refer the graph in Figure 5.4 for a more graphic analysis of 

this result. 

Figure 5.3: The accuracy report for SVM 

In Figure 5.4, we can see that the True Positive and True Negative box is purple color 

indicating it is 8 – as indicated in the Confusion Matrix. The high indicator for True Positive and 

True Negative means that SVM has successfully predicted most of the sample tweets as spam and 

ham correctly. 



 

 

Figure 5.4: The graph figure report for SVM 

5.2.2.3 Random Forest 

 The accuracy of the class precision, class recall of spam and non-spam tweets is shown in 

Figure 5.5. As we can see from Figure 5.5, 0 represents the Negative while 1 represents the Positive. 

In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 

for testing 100 samples is 0.59 which is considered high accuracy. By looking at the False Positive, 

it is above the ideal value that we want, 0.4 is very high for False Positive as we want the value to 

be as low as possible – and False Negative is too perfect as it is 0.0% indication there are no 



 

imperfections. The confusion matrix can be used to refer the graph in Figure 5.6 for a more graphic 

analysis of this result. 

 

Figure 5.5: The accuracy report for Random Forest 

 

In Figure 5.6, we can see that the True Positive box is purple color indicating it is 9 – as 

indicated in the Confusion Matrix. The high indicator for True Positive means that Random Forest 

has successfully predicted most of the sample tweets correctly. However, the False Positive box is 

almost white color – which means 0 in Confusion Matrix. It is unlikely for a low accuracy 

prediction model to have a perfect score in Confusion Matrix, therefore the result for Random 

Forest in testing 100 samples show inaccuracies. 



 

 

Figure 5.6: The graph figure report for Random Forest 

 

5.2.3 Testing of 200 tweets 

The second testing sample is 200 tweets. The purpose of testing 200 sample tweets is to 

compare the results obtained and compare it to the results of 100 sample to see if there are any 

difference despite using same model but different sample. 

 

5.2.3.1 Naïve Bayes 

 The accuracy of class precision, class recall of non-spam and spam tweets is shown in 

Figure 5.7. As we can see from Figure 5.7, 0 represents the Negative while 1 represents the Positive. 

In this study, we will focus on Positive of Precision and Recall. The precision for positive 



 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of Naïve 

Bayes for testing 200 samples is 0.71 which is considered high accuracy. By looking at the False 

Positive, it is also higher than False Negative – and False Negative is also ideal as it is not above 

0.1%. The confusion matrix can be used to refer the graph in Figure 5.8 for a more graphic analysis 

of this result. 

 

Figure 5.7: The accuracy report for Naïve Bayes 



 

In Figure 5.8, we can see that the True Positive box is purple color indicating it is 8 – as 

indicated in the Confusion Matrix. The high indicator for True Positive means that Naïve Bayes 

has successfully predicted most of the sample tweets correctly 

 

Figure 5.8: The graph figure report for Naïve Bayes 

5.2.3.2 SVM 

 The accuracy of class precision, class recall of non-spam and spam tweets is shown in 

Figure 5.9. As we can see from Figure 5.9, 0 represents the Negative while 1 represents the Positive. 

In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 



 

for testing 200 samples is 0.71 which is considered high accuracy. By looking at the False Positive, 

it is also higher than False Negative – and False Negative is borderline ideal as it is above 0.1%. 

The confusion matrix can be used to refer the graph in Figure 5.10 for a more graphic analysis of 

this result. 

 

Figure 5.9: The accuracy report for SVM 

 

In Figure 5.10, we can see that the True Positive and True Negative box is purple color 

indicating it is 8 – as indicated in the Confusion Matrix. The high indicator for True Positive and 

True Negative means that SVM has successfully predicted most of the sample tweets as spam and 

ham correctly. 

 



 

 

Figure 5.10 The graph figure report for SVM 

 

5.2.3.3 Random Forest 

 The accuracy of class precision, class recall of non-spam and spam tweets is shown in 

Figure 5.11. As we can see from Figure 5.11, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 

for testing 200 samples is 0.47 which is considered low accuracy. By looking at the False Positive, 



 

it is above the ideal value that we want, 0.4 is very high for False Positive as we want the value to 

be as low as possible – and False Negative is too perfect as it is 0.0% indication there are no 

imperfections. The confusion matrix can be used to refer the graph in Figure 5.12 for a more 

graphic analysis of this result. 

 

Figure 5.11: The accuracy report for Random Forest 

 

In Figure 5.12, we can see that the True Positive and False Negative box is purple color 

indicating it is 8 – as indicated in the Confusion Matrix. The high indicator for True Positive means 

that Random Forest has successfully predicted most of the sample tweets correctly. However, the 

False Negative box is also high which means the result for Random Forest in testing 200 samples 

show inaccuracies. 



 

 

Figure 5.12: The graph figure report for Random Forest 

5.2.4 Testing of 300 tweets 

The third testing sample is 300 tweets. The purpose of testing 300 sample tweets is to 

compare the results obtained and compare it to the results of 100 and 200 sample to see if there 

are any difference despite using same model but different sample. 

 

5.2.4.1 Naïve Bayes 

 The accuracy of class precision, class recall of non-spam and spam tweets is shown in 

Figure 5.13. As we can see from Figure 5.13, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 



 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of Naïve 

Bayes for testing 300 samples is 0.71 which is considered high accuracy. By looking at the False 

Positive, it is also higher than False Negative – and False Negative is also ideal as it is not above 

0.1%. The confusion matrix can be used to refer the graph in Figure 5.14 for a more graphic 

analysis of this result. 

 

Figure 5.13: The accuracy report for Naïve Bayes 

 

In Figure 5.14, we can see that the True Positive box is purple color indicating it is 8 – as 

indicated in the Confusion Matrix. The high indicator for True Positive means that Naïve Bayes 

has successfully predicted most of the sample tweets correctly. 



 

 

Figure 5.14: The graph figure report for Naïve Bayes 

 

5.2.4.2 SVM 

 The accuracy of the class precision, class recall of spam and non-spam tweets is shown in 

Figure 5.15. As we can see from Figure 5.15, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 

for testing 300 samples is 0.71 which is considered high accuracy. By looking at the False Positive, 



 

it is also higher than False Negative – and False Negative is borderline ideal as it is above 0.1%. 

The confusion matrix can be used to refer the graph in Figure 5.16 for a more graphic analysis of 

this result. 

 

Figure 5.15: The accuracy report for SVM 

 

In Figure 5.16, we can see that the True Positive and True Negative box is purple color 

indicating it is 8 – as indicated in the Confusion Matrix. The high indicator for True Positive and 

True Negative means that SVM has successfully predicted most of the sample tweets as spam and 

ham correctly. 

 



 

 

Figure 5.16: The graph figure report for SVM 

5.2.4.3 Random Forest 

 The accuracy of the class precision, class recall of spam and non-spam tweets is shown in 

Figure 5.17. As we can see from Figure 5.17, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 

for testing 300 samples is 0.47 which is considered low accuracy. By looking at the False Positive, 

it is above the ideal value that we want, 0.4 is very high for False Positive as we want the value to 

be as low as possible – and False Negative is too perfect as it is 0.0% indication there are no 



 

imperfections. The confusion matrix can be used to refer the graph in Figure 5.18 for a more 

graphic analysis of this result. 

 

Figure 5.17: The accuracy report for Random Forest 

In Figure 5.18, we can see that the True Positive and False Negative box is purple color 

indicating it is 8 – as indicated in the Confusion Matrix. The high indicator for True Positive means 

that Random Forest has successfully predicted most of the sample tweets correctly. However, the 

False Negative box is also high which means the result for Random Forest in testing 300 samples 

show inaccuracies. 

 



 

 

Figure 5.18: The graph figure report for Random Forest 

 

5.2.5 Testing of 500 tweets 

The third testing sample is 500 tweets. The purpose of testing 300 sample tweets is to 

compare the results obtained and compare it to the results of 100, 200 and 300 sample to see if 

there are any difference as the previous samples all almost had same results. 

5.2.5.1 Naïve Bayes 

 The accuracy of class precision, class recall of non-spam and spam tweets is shown in 

Figure 5.19. As we can see from Figure 5.19, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 



 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of Naïve 

Bayes for testing 500 samples is 0.71 which is considered high accuracy. By looking at the False 

Positive, it is also higher than False Negative – and False Negative is also ideal as it is not above 

0.1%. The confusion matrix can be used to refer the graph in Figure 5.20 for a more graphic 

analysis of this result. 

 

Figure 5.19: The accuracy report for Naïve Bayes 

 

In Figure 5.20, we can see that the True Positive box is purple color indicating it is 8 – as 

indicated in the Confusion Matrix. The high indicator for True Positive means that Naïve Bayes 

has successfully predicted most of the sample tweets correctly. 



 

 

Figure 5.20: The graph figure report for Naïve Bayes 

5.2.5.2 SVM 

 The accuracy of class precision, class recall of non-spam and spam tweets is shown in 

Figure 5.21. As we can see from Figure 5.21, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 

for testing 500 samples is 0.71 which is considered high accuracy. By looking at the False Positive, 

it is also higher than False Negative – and False Negative is borderline ideal as it is above 0.1%. 



The confusion matrix can be used to refer the graph in Figure 5.22 for a more graphic analysis of 

this result 

Figure 5.21: The accuracy report for SVM 

In Figure 5.22, we can see that the True Positive and True Negative box is purple color 

indicating it is 8 – as indicated in the Confusion Matrix. The high indicator for True Positive and 

True Negative means that SVM has successfully predicted most of the sample tweets as spam and 

ham correctly. 



 

 

Figure 5.22: The graph figure report for SVM 

 

5.2.5.3 Random Forest 

 The accuracy of class precision, class recall of non-spam and spam tweets is shown in 

Figure 5.23. As we can see from Figure 5.23, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 

for testing 500 samples is 0.47 which is considered low accuracy. By looking at the False Positive, 

it is above the ideal value that we want, 0.4 is very high for False Positive as we want the value to 



 

be as low as possible – and False Negative is too perfect as it is 0.0% indication there are no 

imperfections. The confusion matrix can be used to refer the graph in Figure 5.24 for a more 

graphic analysis of this result. 

 

Figure 5.23: The accuracy report for Random Forest 

 

In Figure 5.24, we can see that the True Positive and False Negative box is purple color 

indicating it is 8 – as indicated in the Confusion Matrix. The high indicator for True Positive means 

that Random Forest has successfully predicted most of the sample tweets correctly. However, the 

False Negative box is also high which means the result for Random Forest in testing 500 samples 

show inaccuracies. 

 



 

 

Figure 5.24: The graph figure report for Random Forest 

5.2.6 Testing of 1000 tweets 

The third testing sample is 1000 tweets. The purpose of testing 1000 sample tweets is to 

compare the results obtained and compare it to the results of 100, 200, 300 and 500 sample to see 

if there are any difference despite using same model but different sample. As all the previous 

sample results computed almost the same results, a bigger sample was used to test the difference. 

 

5.2.6.1 Naïve Bayes 

 The accuracy of class precision, class recall of non-spam and spam tweets is shown in 

Figure 5.25. As we can see from Figure 5.25, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 



 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of Naïve 

Bayes for testing 1000 samples is 0.71 which is considered high accuracy. By looking at the False 

Positive, it is also higher than False Negative – and False Negative is also ideal as it is not above 

0.1%. The confusion matrix can be used to refer the graph in Figure 5.26 for a more graphic 

analysis of this result 

 

Figure 5.25: The accuracy report for Naïve Bayes 

 



 

In Figure 5.26, we can see that the True Positive box is purple color indicating it is 8 – as 

indicated in the Confusion Matrix. The high indicator for True Positive means that Naïve Bayes 

has successfully predicted most of the sample tweets correctly. 

 

Figure 5.26: The graph figure report for Naïve Bayes 

 

5.2.6.2 SVM 

 The accuracy of the class precision, class recall of spam and non-spam tweets is shown in 

Figure 5.27. As we can see from Figure 5.27, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 



 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 

for testing 1000 samples is 0.71 which is considered high accuracy. By looking at the False Positive, 

it is also higher than False Negative – and False Negative is borderline ideal as it is above 0.1%. 

The confusion matrix can be used to refer the graph in Figure 5.28 for a more graphic analysis of 

this result. 

 

Figure 5.27 The accuracy report for SVM 

 

In Figure 5.28, we can see that the True Positive and True Negative box is purple color 

indicating it is 8 – as indicated in the Confusion Matrix. The high indicator for True Positive and 

True Negative means that SVM has successfully predicted most of the sample tweets as spam and 

ham correctly. 



 

 

Figure 5.28: The graph figure report for SVM 

5.2.6.3 Random Forest 

 The accuracy of the class precision, class recall of spam and non-spam tweets is shown in 

Figure 5.29. As we can see from Figure 5.29, 0 represents the Negative while 1 represents the 

Positive. In this study, we will focus on Positive of Precision and Recall. The precision for positive 

calculates the total of spam from the predicted spam tweets. The higher the total, the more accurate 

the result. Recall indicates the total of spam tweets predicted correctly, therefore the higher the 

percentage we get, the better our results. F1-score represents the average of both precision and 

recall; hence we would also need it to be as high as possible. As we can see, the accuracy of SVM 

for testing 1000 samples is 0.53 which is considered average accuracy. By looking at the False 

Positive, it is above the ideal value that we want, 0.4 is very high for False Positive as we want the 

value to be as low as possible – and False Negative is too perfect as it is 0.0% indication there are 



 

no imperfections. The confusion matrix can be used to refer the graph in Figure 5.30 for a more 

graphic analysis of this result. 

 

Figure 5.29: The accuracy report for Random Forest 

 

In Figure 5.30, we can see that the True Positive box is purple color indicating it is 8 – as 

indicated in the Confusion Matrix. The high indicator for True Positive means that Random Forest 

has successfully predicted most of the sample tweets correctly. However, the False Positive box is 

almost white color – which means 0 in Confusion Matrix. It is unlikely for a low accuracy 

prediction model to have a perfect score in Confusion Matrix, therefore the result for Random 

Forest in testing 1000 samples show inaccuracies. 

 



Figure 5.30: The graph figure report for Random Forest 

5.2.7 Comparison of the three machine learning classifier models 

Based on the Table 5.2, both Naïve Bayes and Support Vector Machine (SVM) are tied in 

overall accuracy while Random Forest has the lowest accuracy value. However, if we were to 

compare the precision, recall and F1-score for both Naïve Bayes and SVM, we can conclude that 

Naïve Bayes is slightly more accurate in predicting the spam tweets compared to SVM. The 

precision, recall and F1-score is used to calculate the average accuracy of classifier methods used, 

in this case we can see that SVM is slightly lower than Naïve Bayes by only 0.05% which makes 

it a worthy opponent of Naïve Bayes. While taking every value into consideration, SVM is close 

to being the most accurate classifier if not for the high false negative value. False negative is the 

value that determines the number of tweets incorrectly detected, which SVM’s value is higher than 

Naïve Bayes therefore making Naïve Bayes has the highest accuracy in predicting spam tweets. 

Furthermore, Random Forest had the lowest accuracy value despite getting a perfect value for 



precision at 0.0%. The reason why Random Forest had the lowest accuracy value is likely due to 

its dependency on only randomization with always predicting average values seen before and not 

expanding the testing values outside of training range. Thus, Random Forest cannot extrapolate 

the values and unable to discover new trends that would allow it in predicting new values outside 

of the training set. 

Table 5.2: Summary of parameter comparison between three classifiers 

Sample Comparison 

Parameters 

Naïve Bayes Support Vector 

Machine (SVM) 

Random Forest 

100 Precision 0.80 0.67 1.00 

Recall 0.89 0.67 1.00 

F1-Score 0.76 0.71 0.72 

False Positive 0.235 0.118 0.412 

False Negative 0.059 0.176 0.0 

Overall accuracy 0.71 (Best) 0.71 (Good) 0.59 (Worst) 

200 Precision 0.80 0.67 0.00 

Recall 0.89 0.67 0.89 

F1-Score 0.76 0.71 0.64 

False Positive 0.235 0.118 0.471 

False Negative 0.059 0.176 0.059 

Overall accuracy 0.71 (Best) 0.71 (Good) 0.47 (Worst) 

300 Precision 0.80 0.67 0.00 

Recall 0.89 0.67 0.89 

F1-Score 0.76 0.71 0.64 

False Positive 0.235 0.118 0.471 

False Negative 0.059 0.176 0.059 

Overall accuracy 0.71 (Best) 0.71 (Good) 0.47 (Worst) 

500 Precision 0.80 0.67 0.00 

Recall 0.89 0.67 0.89 

F1-Score 0.76 0.71 0.64 



 

False Positive 0.235 0.118 0.471 

False Negative 0.059 0.176 0.059 

Overall accuracy 0.71 (Best) 0.71 (Good) 0.47 (Worst) 

1000 Precision  0.80 0.67 0.50 

Recall 0.89 0.67 0.89 

F1-Score 0.76 0.71 0.67 

False Positive 0.235 0.118 0.412 

False Negative 0.059 0.176 0.059 

Overall accuracy 0.71 (Best) 0.71 (Good) 0.53 (Worst) 

 

As we can see, both Naïve Bayes and SVM classifier models’ results are not affected by 

the change of sample size. The results and accuracy remain consistent throughout every sample 

size testing. This is because Naïve Bayes uses class independence assumption where it can learn 

fast in using high dimensional features with limited training data whereas Random Forest’s result 

is affected with each different sample. The reason Random Forest’s accuracy result is inconsistent 

is due to the dependence of its algorithm on random assumptions. Lastly, SVM did fairly well and 

was also consistent with its’ accuracy result for each sample, however, SVM works better when 

all samples have the same length in feature vector. Thus, SVM’s ability to predict samples is 

slightly lower than Naïve Bayes. As defined in scope, the reason why Naïve Bayes has better 

accuracy compared to Support Vector Machine is due to the precision parameter. Naïve Bayes has 

a higher value for precision at 0.80 percent while Support Vector Machine is only at 0.67 percent. 

5.3 Testing and analysis results in graph formats 

Testing that have been done will be compiled and generated into a graph figure for further 

analysis.  

 

5.3.1 Testing of 100, 200, 300, 500 and 1000 tweets 

All the samples’ results that were tested will be compiled and generated into a graph figure 

for final analysis. This way, we can clearly see the trend of prediction accuracy for each classifier 

model. 



 

 

 Figure 5.31: Accuracy comparison of three machine learning classifier models 

  

 According to Figure 5.33, Naïve Bayes has the highest accuracy result among all classifier 

models in every category of data testing – 100, 200, 300, 500, and 1000 tweets at 76 percent, 

respectively. Aside from that, Support Vector Machine (SVM) is the second highest with a 

consistent 71 percent in all categories. Random Forest, on the other hand, has the lowest accuracy 

result with inconsistencies in every category, with 72 percent for 100 testing tweets, 64 percent for 

200, 300, and 500 tweets, and 67 percent for 1000 tweets. The inconsistency of results ranging 

from high to low and high again demonstrates that Random Forest is simply randomizing the 

detection mechanism rather than testing the data based on the training samples. 

 

5.3.4 Summary of Testing Results 

 

 In a nutshell, the Naïve Bayes model outperforms both Support Vector Machine (SVM) 

and Random Forest classifier models. That could be due to Random Forest's large model size, 

which is frequently not built consistently, resulting in overfitting, and forcing Random Forest to 



 

rebuild the forest for every change. The use of tokens – typically in forms, words, or phrases – 

with spam and non-spam tweets is how Naïve Bayes classifiers work. Based on Twitter’s Help 

Centre (Hinesley, 2019), URLs are likely to appear in tweets as spam activities. Because the filter 

does not know these probabilities, it must first be trained to build them up. Following training, the 

word probabilities will compute the likelihood that a tweet with a URL falls into either category. 

The posterior probability is the name given to this contribution, and it is calculated using Bayes' 

theorem. When incorrect software judgements, such as false positives or false negatives, are 

identified, the initial training can usually be refined. Using the Bayes theorem to calculate the 

likelihood that the tweets are or are not spam. Because of the variety of collected data or tweets, 

the performance of the Support Vector Machine (SVM) model may be lower than that of the Naïve 

Bayes model. Because the maximum tweet length is only 280 words, users have insufficient space 

to write syntactically and properly. Meanwhile, some users use URL shortening and intentionally 

disguise the link as a word. 

 

5.4 Conclusion 

 The testing datasets are tested using different classification algorithms in this chapter, 

including Naïve Bayes, Support Vector Machine (SVM), and Random Forest. Simultaneously, the 

test and analysis results are shown in this chapter via figures, graphs, and tables to further 

demonstrate the comparison and difference obtained for each classifier used. As a conclusion to 

this research, the following chapter will explain summary, contribution, limitation and future 

improvements of project.  

 

 

 

 

 

 

 



 

 

 

CHAPTER 6: RESEARCH CONCLUSION 

 

 

 

6.1 Introduction 

 The dataset for testing has been tested, and the results of class precision, class recall, and 

accuracy of spam and non-spam tweets in three different classification models are shown in the 

previous chapter. As a result, this chapter serves as the final stage in summarizing, completing, 

and presenting the research's conclusion. In addition, the summary and contribution of this project 

are reviewed in this chapter, which highlights several limitations as well as future work to improve 

the operation or system. 

 

6.2 Research Summarization 

 The purpose of this research is to examine machine learning models based on the Naïve 

Bayes, Support Vector Machine, and Random Forest classifier models. Furthermore, the objective 

of this study is to evaluate the accuracy and precision of machine learning classifiers in detecting 

spam and ham. The research objectives are met, and the project is completed smoothly. Based on 

this research, the detection of spam in the Twitter platform using a machine learning approach is 

carried out using the Kali Linux Virtual Machine. This study makes use of five sets of tweets, with 

a total of 1000 datasets retrieved from Twitter via Vicinitas.io. The datasets are then divided into 

two distinct datasets which are called training and testing. These two datasets are split into an 8:2 

ratio. The training datasets are then labelled manually and used to train the classifier models, before 

allowing the testing datasets to classify and predict the results. Following that, the test and accuracy 

results for each classifier model are recorded, analyzed, and displayed in the form of figures and 

graphs. All of the objectives in this study are achieved and can be referred to in Chapter 5. 



 

6.2.1 Strengths 

 This research has a number of secure and efficient strengths. The data retrieval process is 

safe and secure because only a few procedures must be followed before data can be collected and 

extracted from Twitter as a legitimate Twitter user. Furthermore, the large datasets used to train 

and test in this study are completed smoothly because the platform used, Kali Linux Virtual 

Machine, can process Python code. 

 

6.2.2 Weaknesses 

 The research's weakness is the content's structure. Tweets containing harmful URL 

redirecting to malicious websites are used to identify spam on Twitter. However, embedded links 

in a tweet could be a picture, such as an image or gif, which does not make the tweet spam. Because 

there is an extension of various medias that a user can add in a tweet, removing keywords from 

only the URL becomes complicated. The size of the data set used is also a weakness, as this study 

only used 1000 datasets. The Bayes Theory in the Naïve  Bayes classifier model requires a large 

data set to produce reliable and accurate predictions of the probability of each class. 

 

6.3 Research Contribution 

 This study can help the social media network – Twitter – or any other similar platform 

detect spam activities. Furthermore, this research will benefit users by assisting them in detecting 

and becoming more aware of spam tweets in real-time by forming a more protective and secured 

social network experience. Furthermore, manually categorizing the tweets extracted from the 

Twitter platform into Ham and Spam categories will produce more accurate data as the output. 

Another contribution to this project is the manual classification that was performed after the data 

was extracted from the Twitter platform. The datasets used to train and test the system are manually 

labelled as spam or ham by labelling each tweet. 

 



 

6.4 Research Limitations 

 This research is limited in its ability to detect spam accounts and is time consuming. This 

study is primarily concerned with detecting tweets containing URLs – particularly malicious links 

– but there are other keywords, such as ‘free followers' and ‘free retweets,' that are infested with 

spam accounts. As a result, the accuracy of the results may be compromised. At the same time, 

this study spends a significant amount of time manually categorizing and labelling the datasets 

into two distinct categories. 

 

6.5 Future Works 

 The goal of this spam detection research on Twitter platform is to identify and reduce the 

potential of spam tweets to overcome standard patrolling works on Twitter. Although the 

objectives for this study is met and could also be considered successful, there are further 

improvements that be done in future studies from other researchers. As this study only comprises 

three machine learning classifier models and test up until 1000 sample tweets, other research can 

refer to this study by using different classifier models and even larger samples to test and compare 

the results. Additionally, future studies can also include the results of users that are predicted to be 

spammers in a comparison analysis so that the study can have a more concrete result for detailed 

analysis study. 

 

6.6 Conclusions 

 This study introduced the implementation of machine learning approaches in spam 

detection from a social network platform using various classifiers. As a result, the system can 

detect spam using three classifier models. The highest accuracy result is obtained by Naïve Bayes, 

followed by Support Vector Machine (SVM), and finally by Random Forest. Aside from that, a 

significant dataset of spam tweets was extracted and advised subsequently a methodology was 

evaluated for fair data classification comparison. After the code is programmed, the test will be 

run repeatedly to determine the most accurate and reliable results. The analysis will then be 

presented, complete with graphs and figures. The research can be used as a reference for future 

projects. 
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Appendix B: Scripting for machine learning classifier models to test and train. 







 





 



 





 



 



 








