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ABSTRAK

Dalam era digitalisasi ini, rangkaian komputer memainkan peranan penting dalam kehidupan kita.
Ini membolehkan pengguna di rangkaian berkongsi maklumat atau sumber dan berhubung antara
satu sama lain. Dengan teknologi multicast, setiap reka bentuk komunikasi rangkaian yang
melibatkan penghantaran maklumat kepada beberapa penerima dapat memanfaatkan kecekapan
lebar jalurnya. Walau bagaimanapun, tujuan projek ini adalah untuk menerapkan protokol multicast
dalam topologi rangkaian kampus dengan menggunakan eNSP dan mengkaji kecekapannya. Projek
ini akan diuji melalui proses penstriman video yang dihantar dari satu pelayan ke beberapa
pelanggan. Selain itu, projek ini tidak akan menggunakan apa-apa pelaksanaan perkakasan dan ini
hanya termasuk pada simulasi. Protokol multicast yang digunakan terutamanya dalam projek ini
adalah Protokol Multicast Dense Mode (PIM-DM) dan Protokol Independent Sparse Mode (PIM-
SM) selain daripada Open Shortest Path First (OSPF) dan Internet Group Management Protocol
(IGMP). Pelaksanaan perisian tersebut merangkumi simulator rangkaian Huawei eNSP dan
penganalisis rangkaian Wireshark. Projek ini dapat mengurangkan kos dan menjimatkan masa
kerana hanya berlaku dalam simulasi. Walaupun hanya dalam simulasi, penyelidik akan dapat

melihat bagaimana ia berfungsi dalam realiti proses penstriman video.



ABSTRACT

In this era of digitalization, the computer network plays a crucial role in our lives. It lets users on
the network to share information or resources and connect with each other. With multicast
technology, any design of network communication that involve the transmission of one message
from a source to multiple receivers will have the efficiency benefits of its bandwidth. However, the
purpose of this project is to apply multicast protocol in a campus network topology by using eNSP
and to study their efficiency. This project will be tested through a delivered video streaming process
from one server to multiple clients. Besides, this project will not use any hardware implementation
and it is including only on the simulation. The multicast protocol mainly used in this project are
Protocol Independent Multicast-Dense Mode (PIM-DM) and Protocol Independent-Sparse Mode
(PIM-SM) other that Open Shortest Path First (OSPF) and Internet Group Management Protocol
(IGMP). The software implementation is including Huawei eNSP network simulator and Wireshark
network analyzer. This project is able to reduce costs and save time as it only happens in simulation.
Although only in simulation, the researcher will be managed to see how it works in the reality of

the video streaming process.
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CHAPTER 1

INTRODUCTION

1.1  Project Background

These days, the computer network plays a crucial role in our lives. It lets users on the
network to share information or resources and connect with each other. However, in multicast
technology, any design of network communication that involve the transmission of one message
from a source to multiple receivers will have the benefits of bandwidth reduction. Besides, the
simulation will be used for the purpose of this project. In this project, the Network Simulator would

apply the Huawei eNSP software.

According to (Golecha, A., Karanje, S., and Abraham, J., 2017) proposed that there should
be one multicast source and one or more network destinations. At least one participant of the team
1s involved 1n obtaining a datagram of multicast from the source. The address of the group will
identify the members of the group. Multicasting explores its use in applications such as radio or
video broadcasts, video conferencing, and so on, which send the same data to several recipients at
once. The paper mentions that the Protocol Independent Multicast Dense Mode (PIM DM) and
Protocol Independent Multicast Sparse Mode (PIM SM) are the multicasting routing protocols that

perform better and more effectively than the other protocols.

Subsequently, an article proposed by (Li, X. and Jiang, T., 2014) states that the network
resources with centralization features is the main features of the campus network in according to
different patterns of geographical distribution. The campus network covers a wide geographical

area, the size of the network is diverse, and the multi-administrative campus network is used to



measure requirement of computing in the specific large scale. Typically, campus network operates
on CERNET architecture that is high demand for network connection and can cause certain

constraints. The implementation is not very complex in terms of the principle of logical design.

However, the article proposed by (Chen, J. et al., 2019) addressed that the Enterprise
Network Simulation Platform (eNSP) is a freeware and scalability software provided by Huawei.
It is mainly to simulate router, switch, firewall, WLAN, and any others of equipment on the
enterprise network. It is also friendly interface and provides a real of equipment to support the
networking in large scale. This software can able the users for design the enterprise network even

if does not have any equipment for real life.

Multicast Packets . = - - ) a

Prune Message 3

Figure 1.1: Multicast in PIM-DM. (Golecha, A., Karanje, S., and Abraham, J., 2017)



1.2  Objectives of Project

There are several objectives for this project:

1. To design the network topology of campus network and able to deliver video streaming
to the clients using eNSP.

2. To compare the different types of multicast protocols implementation that mainly used
Protocol Independent Multicast-Dense Mode (PIM-DM).

3. To study the efficiency of multicast protocols configuration on similar campus network

topology.

1.3  Scope of Project

Even so, the scope of this project ultimately encompasses a whole university or campus.
But for this research, it comprises several networking equipment which are most important to be
used in the design of the campus network such as network switches, routers, and clients. The
number of network elements used are as following; four routers, eight switches and sixteen clients.
Moreover, fibre optic and copper will be link to all equipment in the transmission media for this
project. There are also two software of eNSP and Wireshark that will be implemented to execute
this project. Thus, to reinforce this campus network design, we will implement the multicast

protocols with different types of configuration and study their efficiency.



1.4  Problem Statement

Unlimited access to the networking world beyond the campus is one of the biggest purposes
for building a campus network for all faculties, students, and staff. The worldwide electronic
environment also has on-campus access to services and resources such as e-mail use, involvement
in web forums, access to bibliographic and full text document content and information sharing. All
these teachers, students and staff will easier able to work if they are able to access the Internet from
their device. Indeed, many of the advantages, such as the web's potential for instructional use or as
a campus-wide information system "intranet,” that can only be noticed if everybody on campus

provides exposure to it.

Most Internet operation requires fairly slow transmission of characters or text files. The
development of Web usage for graphics, audio, and full motion video are leading higher demand
for campus network efficiency. Before to design a campus network, we should predict the
increasing demand for more network usable capacity, as well as stronger security, fidelity and

optimized the service quality.

However, such excessive multicast streams would cause the cache and connection
bandwidth of the switches to be wasted. But the cache and link bandwidth are necessary for
transmitting application streams with less packet loss, latency, and jitter. Besides, the packets data
are will likely happen duplicated at an exponential rate, it also will be leading to extremely

bandwidth requirements and overhead of routing.

In addition, simulation of the eNSP network software is rarely used and known whether in
the field of education or in the field of work. This means that eNSP software need to be more
explore and we can figure out the best functionality of this network simulation compared to any

other network simulations such as GNS3 and Cisco Packet Tracer. eNSP software encompasses of

4



an actual network equipment in the simulation. This would let the users to understanding and easy

to manage the function and setup of related equipment in real life.

1.5 Thesis Arrangement

The first chapter introduces the probability of this project to be promptly clarified. The
project background emphasized about the multicast technology, multicast protocols, campus
network and eNSP software. This chapter also will explain the objectives, scope of project, problem

statement and thesis arrangement of this project.

The second chapter is about the study of literature from previous researches that gather the
information, techniques, and several features of the multicast technology. This chapter consists of
multicast routing and protocol, campus network, eNSP software and Wireshark software that
related and can be develop in this project. This chapter also based on articles, journals, and

international research sources.

The third chapter will be exploring the different approaches to mformation-gathering. This
chapter is a method that should be taken, and comprehensive studies reports that would be
conducted to achieve this project's aim or objective. This section also determines the methods used

to complete the mission, as well as details the project progress.

The fourth chapter will produce the expected results of this project. This chapter will analyze

and observe all the output data from the implemented software.

The fifth chapter is the last chapter that will consists of the conclusion from all of this
project. This chapter will be related the objectives of this project and provides some

recommendations for the future research.



CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

In this section is a vital part of the project before starting any project as it provides all the
relevant and related project to gain the knowledge. This chapter emphasis on the information and
methods from the previous researches that equivalent to this project Multicast Protocol Efficiency
in a Campus Network Environment using eNSP. In order to reinforce this project, some studies and

research as part of the literature will be carried out.

2.2 Multicast Routing and Protocols

The total bandwidth costs can be minimized by Multicast Technique. This article (Huang
L. et al., 2016) proposed to discuss the issue of minimizing total cost of bandwidth by using the
SMTE (Scalable Multicast Traffic Engineering) formula in compliance with connection and
capacity node limitations in Software-defined networking (SDN) for multiple trees. The studies
have observed that no ration can be used for SMTE. The MTRSA (Multi-Tree Routing and State
Assignment Algorithm) has been recommended to support SMTE. They also simulate the multicast
trees routing and attribution of nodes state branch with YouTube Traffic that will reduce overall
bandwidth costs and the time of computation create several different trees to appropriate with
practical SDNs. They use HP Procurve 5406z1 OpenFlow experimental SDN to test the MTRSA in
current environments. The multiple transmission rules of SDN-FEs are installed via Floodlight.
They create multicast group information in a group table and create multicast, multi-physical port

mapping. MTRSA operates at the top of Floodlight. The total bandwidth use during playback 1s



shown in Figure 2.1. They average the use of bandwidth every 40 seconds. Results show that
MTRSA bandwidth is 35% and 46% less than SPT or ST, respectively. SDN Multicast Traffic
Engineering will also be supported by MTRSA. Finally, since MTRSA's tree is not constrained by
delays, the authors conclude that they expanded it to enable QoS multiple transmissions in future

investigations.
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Figure 2.1: SDN Experimental Implementation Results. (Huang L. et al., 2016)

According to this article discussed by (Chot, J., Reaz, A. S., and Mukherjee, B., 2012). This
paper explores provider's way to save multicast streaming systems with bandwidth and video-on-
demand (VoD). The author also addresses streaming methods for saving bandwidth, including
encoding, patching, batching, mixing, information user interface and multicast streaming method.
The author observes and compare the multicast streaming technology for each device. They also
analyze the main technology of multi-cast streaming, which is a hybrid architecture that uses
multiple multi-cast streaming methods to enhance performance. The authors then study the capacity
of these interactive VCR streaming technologies. In continuous VCR operations, it identifies VCR
interactivity and sets scales for multiple streaming schemes. In addition, various multicast

streaming schemes have been checked with the VCR support instruments. The authors conclude



that they are also exploring a variety of ways to boost resource performance, for example by

reducing the bandwidth for Multicast streaming systems.

Multicast streaming offers a one-to-one content infrastructure to guarantee satisfactory data
quality. Although multi-cast streaming demand is progressively increasing, bandwidth demand is
also increasing. To maintain the quality of service for the expected bandwidth is challengeable. A
solution incorporating SDN, CDR and PIM technologies is offered in this previous article (Yen, L.
et al. 2018). The preliminary assessment performance results are presented. The following factors
make the provision of a multi-cast service for a wide geographic area difficult. A network area
managed by a unique SDN controller or SDN domain is a restricted element physically. The wide
network i1s commonly divided to different management or policy consideration of SDN domain.
For the single multi-cast service, therefore, a frame between SDN domains in an extensive range
would be attractive. Next, SDN is not ready for all network domain. The backwards compatible
system is needed for network domain of SDN and non-SDN to provide a multicast service. The
authors take the SDN and non-SDN network fields on Kuang-Fu campus and Boai campus at NCTU
in Hsinchu. They take out 4 different types of the multicast structure such as intra-domain, inter-
domain (intra-campus), inter-campus multicast and internet multicast as shown as in Table 2.2.
Finally, the authors conclude that SDN technology helps to control the growth of dynamic
bandwidth and multicast trees. To enables the fast architecture of CORD fabric and versatile sharing
of information between differently SDN domains. By using Protocol Independent Multicast (PIM),
the conventional IS network can be connected. The CORD overlay segment and PSM would be

introduced in future, as well as could be used in CORD operations.
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Figure 2.2: The Campus Network Architecture of NCT. (Yen, L. et al., 2018)

Table 2.1: Comparison between Different Types of Multicast. (Yen, L. et al., 2018)

Types of multicast

Relative Locations

(Source and Chent)

Methods

Intra-domain

The client and source in the

same SDN domain.

SDN based and conventional
multicast 1.2 solutions for the

network SDN and non-SDN.

Intra-campus

The client and source in
dissimilar SDN domain but

the same campus network.

Central Office Re-Architected
as a data center (CORD) by
using leaf-spine switching
architecture with virtual router

(vRouter).

Inter-campus

The client and source in

dissimilar campus network.

Central Office Re-Architected
as a data center (CORD) by
using leaf-spine switching
architecture with virtual router

(vRouter).




Internet multicast The chent is in campus | Protocol Independent
network and the source is at | Multicast (PIM)  offering
outside. conventional IP network with

backward compatible.

Table 2.2: The Diversity of Utilization in Multicasting

Author Study Aim Method/Solution

Huang, L. et al., (2016) Minimize the total Using SMTE (Scalable

bandwidth cost. Multicast Traffic

Engineering) formula and

MTRSA (Multi-Tree
Routing State Assignment)
altgorithm.
Choi, JI., Reaz, A. S., Video-on-demand (VoD) Video streaming on VoD
and Mukherjee, B., and reducing the usage of
(2012) bandwidth usage.
Yen, L. et al., (2018) SDN' technology helps to To integrates the

control dynamic bandwidth technologies of  SDN,
and multicast tree CORD and PIM.

development.

2.3 The difference of Multicast Routing Protocol

The effective multicast routing protocol ad-hoc configuration, this article (Vodnala, D.,
Phani, S., and Auvala, S., 2014) also includes main issues like constant updating delivery paths, the
dynamic membership of the group and little information from the state. Five features that should

have a good multicast routing protocol are analyzed by the author. Efficiency, overhead control,

10



service quality, unicast routing protocol dependence and resource management are included. In
order to view its scalable performance difference, they were also classified into four kinds of
topology, like Tree Based, Mesh Based, Hybrid Based and Zone Based. These protocols must be
drawn up and the very short operating mechanisms discussed. The authors also conclude that no
protocol has been developed to solve all ad-hoc network problems. There are also possible problems

with the multi-routing protocol, which will optimize protocols for efficient multi-casting in the

future.

Proacol | Mot | Loop | TRGCCE Qo8 | R0

= Protocol Msg
MAODV Tree ) Yes No Yes
PIM Tree Y No No Yes
MOSPF Tree b Yes No Yes
AMRIS Tree ¥ No No Yes
ODMRP Mesh b, No No Yes
PUMA Mesh - § Yes No Yes
CAMP Mesh | ¥ Tes No Ves
EIGRP Hybnd | Y Yes Yes Yes
AMPR.oute Hybnd - | N Yes No Yes
MCEDAR. Hybnd | Y Yes Yes Yes
HARP Zone b 4 Yes Yes Yes
ZRP Zone i ¢ No Yes Yes
ZHLS Zone j Yes No Yes
RSGM Zone Y No Yes Yes
MZRP Zone Y No Yes Yes

Table 2.3: Comparison of Multicast Routing Protocols. (Vodnala, D., Phani, S., and Auvala, S.,

2014)
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Next paper recommended by (Fan, Y. and Li-Zhen, Z., 2017) that addresses IP protocols
for multicasting. Therefore, because of the lack of a practical Network Engineering program, IP
Multicasting Technology is identified as part of research based on a simulation approach for the
eNSP Network to implement IP Multicasting Framework in conjunction with protocols of IGMP,

PIM-SM, and OSPF into the topology.

Another article by (Oliveira, P., Silva, A., and Valadas, R., 2016) proposes multicast routing
protocol which is considered as hard-state to the PIM-DM, (HPIM-DM). The author states the
HPIM-DM solves a range of PIM-DM problems, which leads to a weak integration and makes PIM-
DM unsuitable for high-speed networks. The concept of upstream neighbors, 1.e. neighbors capable
of supplying multi-cast traffic from the source, mechanisms ensuring reliable messages
transmission and sequences and a synchronizing process allowing the router to join in the network
to receive immediate information on active multi-cast tree systems have made these improvements
possible. Thus, no periodic control messages need to be transmitted (for state update) and the
protocol immediately reacts to events that change the multicast tree configuration. Furthermore, the
protocol has been optimized to resist repetition attacks. HPIM-DM’s accuracy was evaluated with
logical justification and model controls. In Python, the author also performs entirely HPIM-DM

and conducts extensive tests to verify that the protocol is correct.

This paper describes the performance assessment of the two-multicast protocol: the PIM-
SMv4 and the PIM-SMv6 based on QoS methodologies, such as throughput, jitter, datagram loss
and the collected data, according to this article (Chihab, S. S., and Mohamed, 1. J. 2017). The author
used the GNS3 simulator and JPERF to evaluate this performance. In addition, reports from several
IPv4 and IPv6 PIM-SM-performance studies have shown PIM-SMv6 to be highly effective in

comparison to PIM-SMv4. The data collected for PIM-SMv6 is much more than PIM-SMv4. The
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IPv4 jitter 1s higher than IPv6. The loss of IPv6 datagram is less than the loss of IPv4. Measurement
of both protocols based on UDP traffic. Figure 2.3 shows the IPv6/IPv4 multicast network topology

performance.

[ .
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R .
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Figure 2.3: IPv6/IPv4 Multicast Network Topology Performance. (Shihab, S. S., and Mohamed, 1.

., BN7)

However, this article proposed by (Ko, J., Park, S., and Lee, E., 2010) addressed how the
PIM-Sparse Mode protocol proposed to be extended would be to help eliminate excessive PIM-SM
protocol processes. These approaches are also used for transportation of multi-cast packets directly
to the SPT without having to use the RPT in an IPTV service environment in real time and the RPT
(RP Tree) to SPT (Shortest Path Tree) switching. A simulation is used to validate the proposed
expanded PIM-SM Protocol. The results from the simulation, the recently developed protocol of
PIM-SM that can decrease the use of RPs in IPTV services compared to conventional PIM-SM
protocol. As well as, since the RP router presumed to be Edge-routers, the suggested enlarged
protocol of PIM- SM is expected to be used with different access network architectures. For an
integrated solution, processing time and delay in a similar network with real-network are required

for the suggested extended the protocol of PIM-SM. Currently, time delay is a matter of
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considerable importance. The Figure 2.4 shows the simulation of network configuration by using
OPNET Modeler and Figure 2.5 shows the blue solid line speeds up since the RP has to reveal
multicast packets data and change per subscriber demand of RPT to SPT while the red solid line

decreasingly since the RP use the improved protocol of PIM-SM.

Figure 2.4: The Network Configuration by using OPNET“Modélerﬁ (K'()', L. Park, S..and

UNIVERSITI TEKNUSALMALAYSIA MELAKA
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W RP utlization using traditional PIM-5M
0 W Edge-Router(RP) uilzation using proposed PIM-5M

Figure 2.5: The usage of RP for The Conventional of PIM-SM and The Extended of PIM-

SM(Ko; ¥, Park, S, and Lee, E., 2010)

Other than that, the article discussed by (Papan, J. et al., 2016). They presented the new
mechanism of IPFRR using the typical multicast protocol which is PIM-SM. The IPFRR PIM-SM
as mentioned is intended to keep specified unicast data flows. The main idea of IPFRR PIM-SM is
from a specific RP router that use IPFRR terminology. They can create an alternative disjoint path
by optimizing the position of RP and D routers on PIM-SM, which is useful for restoring affected
contact after failure detection. There are two operational modes in the proposed PIM-SM IPFRR
mechanism. Second, the first contents impacted communications, which means they use the tunnel
to establish alternate disjoint route, after failure detection with the new IP header. This method is
also employed using common tunneling technology in the existing mechanism of IPFRR. The
second approach developed for the new IPFRR PIM-SM is a packet destination IP adjustment and
router D in conversion table to make sure the packets must be restored correctly to the place of
origin. This mechanism has the major benefit of not encapsulating additional headers for involved
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packets because of a default. However, the MTU has not been reduced in the comparison of the
first method and other existed mechanism of IPFRR. Figure 2.6 shows the new PM-SM for

mechanism of IPFRR.

—— Prumary path
- Aliermative IPFRR path using PIM-SM

Figure 2.6: The IPFRR Mechanism with The New of PIM-SM. (Papan, J. et al., 2016)

Table 2.4: The Difference of Multicast Protocol

Author Protocol Study Aim
Vodnala, D., Phani, S., MAODYV, PIM,MOSPF,| Development of ad-hoc
and Auvala, S., (2014) AMRIS, ODMRP, PUMA,| networks using multicast

CAMP,EIGRP, AMRoute,| routing protocol.
MCEDAR, HARP, ZRP,
ZHLS, RSGM, MZRP

Fan, Y., and Li-Zhen, IGMP, PIM-SM, OSPF| Streaming video
Z.,(2017) protocols

Oliveira, P., Silva, A., and| Hard-state Protocol| To resolved a selection of
Valadas, R., (2016) Independent  Multicast -| PIM-DM issues, resulting
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Dense Mode (HPIM-DM) m weak integration and
rendering PIM-DM
unappropriated for high-

speed networks.

Shihab, S. S., and Mohamed,| PIM-SMv4 and the PIM-| Used the GNS3 simulator
I.1.,(2017) SMv6 and JPERF to evaluate
IPv6/IPv4 in  multicast

network performance.

Ko, J., Park, S., and Lee, E.| Extended protocol PIM-| To eliminate excessive the
(2010) Sparse Mode conventional PIM-SM

protocol processes.

Papan, J. et al., (2016) PIM-SM To keep the specified
unicast data flow of the

IPFRR technology.

2.4 Campus Network

According to (Zhao, Q., and Ding, G. Z.; 2017), the author concise an overview of the
“Triple Play” framework in the development of telecommunication technology. The triple play is
including radio network, television network and computer network. It can be beneficial in the future
network platform in terms of exchanging resources, prevent the overlapping architecture, reduce
the usage of bandwidth and so on. But there is a considerable need to be integrate between the
potential growth of the university campus network with the current situation of continual reform,
modification, and enhancement. However, the author has described with some characteristics to
make the network campus be more efficient. There is system of wireless telephone, service systems
of mobile video, and scalability framework of data center. Figure 2.7 shows the logic diagram of

university campus network.
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Figure 2.7: Backbone Logic Diagram of University Campus Network. (Zhao, Q., and Ding, G. Z.,

2017)

In short, a united log storage infrastructure can be installed into the college campus network
by selecting an integrated technological scheme. This article proposed by (Zhou, D., 2017) that
discussed about the necessary of research on log collection and analysis for operation and
maintenance, safety management of campus network. The author reviews the source analysis of
campus network log in campus infrastructure, source of network log, network equipment, system
log and application service log. Then, they identify the technologies of log collection. The
processing of logs relies on the technology and facilities of the campus network. Standard
equipment can enforce the log record program, which ensures that the log can be documented as
needed. The protocol of log source includes Syslog, SNMP (Simple Network Management

Protocol) and Windows log files. After that, for log storage includes file format storage, database
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mode storage, Hadoop storage and elasticsearch storage. For the technologies of log analysis, they

use traditional single-machine log analysis and large-scale distributed log analysis.

Figure 2.8: Distributed Deployment of Log Collection. (Zhou, D., 2017)

Then, move to this journal by (Ma, H., Lv, G., and Wu, C_, 2018) that provides an overview
of the architecture of campus network and the network construction process diagram. This journal
addressed the purpose of campus network design, network technology selection, network
equipment selection, etc. They therefore explain how to prepare for the development of the campus
network effectively and securely. The author said that the hierarchical model will be implemented
in the design of the network. As the building has 6 levels, the center room could be placed at the
training building, for example from two to five floors on a layer depending on the distribution of
the buildings between the schools. Most of the systems have a central fiber switch. The campus
building needs to support long-distance single mode and multi-mode fiber transmission that uses
1000 BASE-LX to connect each cable from one floor to the next. The Gigabit Ethernet switching
network uses the campus network. The main switch and secondary switches should be configured.
For every switch can support the expansion ports of fiber with extension module of slots. After that,
campus network can support the Gigabit, quick on-site sharing, can provide fast and seamless

protection for all users while at the same time requesting for services, play the full role of
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multimedia school teaching, while also ensuring that all users and a campus network operate more
smoothly. However, the network center configures 2 dedicated servers, which are network device
and switch, to process the application server and web server. The backbone of the campus network
with WLAN and Wi-Fi is the form of the network center. Finally, the author conclude that the
concept of network design involves the design of the network and construction of the campus
network, maintenance and campus security, campus resources and the efficient operation of the

campus network and other three connections.

e ’ <%
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Figure 2.9: Topology of Campus Network. (Ma, H., Lv, G., and Wu, C., 2018)

After that, this article proposed by (Yu, Z., Xu, X., and Wu, X., 2010) discussed the
implementation and architecture of wireless mesh network in the campus network. However, in the
field of education, wireless network has been widely used, playing an increasingly important role
in education. One of the main innovations of the digital campus is the wireless campus network.
With the continuing improvement of the protocol standards in the wireless network and the cost
performance ratio improving the products in recent years, the wireless mesh network has rapidly

been deployed on campus and has an increasingly important role on campus. This architecture will
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have the greatest advantage 1f the data will automatically be re-enrolled to a neighboring node with
smaller communication traffic for transmission by the nearest AP because of heavy network traffic
congestion. As well as, according to network conditions, data packets can also carry on to the
nearest node until they reach the end destination. This method of this access is multi-hop access.

Figure 2.10 shows the architecture of mesh terminal and router.
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Figure 2.10: Mesh Terminal and Routers of the Networking Systems. (Yu, Z., Xu, X., and

Wu, X, 2010).
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Table 2.5: The comparison of Campus Network

collection and analysis for

Author Study Aim Method/Solution
Zhao, Q., and Ding, G. To build an efficient of Suggested Triple Play
Z.,(2017) university campus framework.
network.
Zhou, D., (2017) Research on log Syslog, SNMP (Simple

Network Management

(2018)

network design, network
technology and equipment

selection.

operation and Protocol and Windows log
maintanance, safety files.
management of campus
network.
Ma, H., Lv, G., and Wu, C.,| The purpose of campus 1000 BASE-LX  and

Gigabit Ethernet. (Network

device and Switch)

Yu, Z., Xu, X, and Wu, X,,
(2010).

To improve the application

of wireless in education.

Wireless Mesh Network.
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Huawei eNSP Network Simulation

According an article proposed by (Fan, Y., and Li-Zhen, Z., 2017) discussed about the

normal operation of the device can simulate the servers to the receivers and able to check all forms

of multicast packets data on the network simulator in terms of their fundamental qualities. The test

results have checked the accuracy of the functionality on this technique. During this project, the

author describes the fundamental principle of multicasting innovation IP, combined with network

engineering operations, which advances the basic structure of the IP scenario. Therefore, the
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possible links between the transmissions of data between the IP multicasting networks can be
evaluated and tested in order to acknowledge the operating simulation below the eNSP Network
structure scenario, which can validate further the transmission by the IP multicasting packet as well.
Multicasting of sources of information and other forms of daily data. This approach and this case
can therefore be used as a guideline for students in network engineering learning research to better

understand multicast technology and to use multicast IP addresses in operation.

Figure 2.11: Network Topology with IP Multicasting Implementation. (Fan, Y., and Li-Zhen, Z.,

2017)

Next, this journal proposed by (Chen, J. er al., 2019) discussed about the WLAN
experimental design by using the eNSP software, development of an exploratory environment,
configuration of AC and AP network interconnection, and allows mobile clients to navigate the
wireless signal in the area coverage. Simultaneously, they utilize Wireshark software to capture
data packets, evaluate the configuration protocol and principle of wireless access point control, and

demonstrate the wireless terminal roaming process. For this experiment simulation, the students
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can understand the basic WLAN principles and the process of Establishment CAPWAP Session,
disciple the AC method configuration and the simple WLAN switched, and able to understand the
mobile clients roaming status. They have prepared the education and staff department for AP
AP2050 and management for AC AC6005. The two of APs are added to the switch S3700 access
layer and connected to the switch S5700 convergence layer. The same VLAN and the mobile clients
roaming access must be realized to connect to the wireless access point. It 1s necessary to set up
topology of network, AC configuration, switch convergence layer configuration and switch access
layer configuration, and allocate the DHCP with AP address for the navigation of mobile clients
and different Aps switches. Figure 2.12 shows the topology of WLAN network and Table 2.6 shows

the equipment address.
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Figure 2.12: WLAN Topology. (Chen, I. et al., 2019)
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Table 2.6: The Equipment Address. (Chen, J. et al., 2019)

Equipment Interface /VLAN IP address Subnet mask
S1(S5700) GE0/0/1, VLAN 2 192.168.2.1 255.255.255.0
GE0/0/2, VLAN 10 192.168.10.1 255.255.255.0

GE0/0/3, VLAN 1 192.168.1.1 255.255.255.0

VLANI00 192.168.100.1 255.255.255.0

ACI(AC6005) GE0/0/1, VLAN 2 192.168.2.2 255.255.255.0
RI(AR1220) GE0/0/0, VLAN 1 192.168.1.2 255.255.255.0
Loopback( 192.168.0.1 255.255.255.0

This article presented by (Zhang, Y., and Wang, Q., 2017) states that eNSP and Cisco Packet
Tracer can be used for the design of experiment simulation and computer network. The authors
address the implementation of experiment simulation for the data communication Curriculum and
the computer networks. It is frequently used by users for education motive. The network simulators
are easily to use and fast to understand. A simple network simulation with devices almost identical
to the real hardware is eNSP and Cisco Packet Tracer. This helps them to simulate and build a

topology network and to apply it to hardware equipment. The author also performs a research

project on data communication, computing, and computer networking.
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Figure 2.13: Performance of EDCA Simulation Experiment Analysis Results. (Zhang, Y.,

and Wang, Q., 2017)
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According an article proposed by (Suntu, S. L., 2017) discussed the simulation tools such

as the Enterprise Network Simulation Platform (eNSP) and Cisco Packet Tracer are widely used in

networking field. After that, this can also implement in the network topology virtual environment

design, efficiency, and security to conform to the actual hardware. To test the efficiency regarding

to nearby customer roaming transmission, the simulation can be performed based on the MAC

layer. The OMNet++ use multiple access point to obtain the roles transfer latency between the

session keys transmission and the access points to enable Aps credential extraction.

Table 2.7: The Difference Usage of Huawei eNSP

Author

Study Aim

Method/Solution

Fan, Y., and Li-Zhen, 7.,
(2017)

To simulate behavior

ordinary system between
the receivers, and multicast
servers and study the basic
multicasting packets basic

qualities on the network

simulation.

Huawei eNSP

Chen, J. et al., (2019)

To build the WLAN
experimental scheme on the
eNSP simulation platform,
create an  experimental
environment, recognize
network interconnection by
AC and AP configuration,
and enable mobile clientss

to access the wireless signal

Huawei eNSP

Wireshark.

and
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of area coverage.

Zhang, Y., and Wang, Q.,
(2017)

Developing simulation

projects for the data

processing and computer

networking curriculum.

Huawei eNSP and Cisco

Packet Tracer.

Suntu, S. L., (2017)

To check the efficiency of
simulation on the MAC
layer regarding the switch to

a nearby roaming customer.

Huawei eNSP and Cisco

Packet Tracer.

2.6

Wireshark Network Analyzer

The composition and role of Wireshark and the design and development method for

Wireshark analysis parsers is described in this article (CUIL, X., and SHEN, Q., 2018). The

Wireshark structure consists of GTK 1/2, with the graphical window tool that controls all user

interfaces and outputs, Epan, where the Wireshark Protocol Analyzer is located, Capture in which

the packet capture engine 1s based on the underlying library of Winpcap / libpcap and Where the

wiretap The author resumes the parsing principle of a protocol that sends protocol data back to the

bottom, based on the OSI model of seven-layer protocols and reverses protocol parsing, which

requires bottom-up. Wireshark analyzes a log tree to analyze packet data. First, after a protocol

identifies a network layer, Wireshark reduces the group packet and then removes the network laying

protocol header and provides analysis of the data inside the transport layer. The framework layer
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was included. They also briefly develop protocol parsing, in which two ways can be implemented:
integrated and plugin, to incorporate a Wireshark protocol parser. The plug-in form is a plug-in
recorded in the main system of parsing (for example, shared library (DLL)). The built-in form
consists of a browser module compiled in the main program that is always open. The results of the
parsing are shown in Figure 2.14, which confirms the success of the foo protocol parser and can be

scanned accordingly. In order to obtain accurate protocol package information, a more detailed and

accurate work and implementation can be done.
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Figure 2.14: Result diagram of Protocol Analysis. (CUI, X., and SHEN, Q., 2018)

In this article, the improvement of the Wireshark capacity as a tool to detect intrusions in
Denial of Service (DoS) attacks is discussed (Pavithirakini, S. et al. 2016). The author identifies
certain problems which Wireshark is not a system of intrusion. In reality, Wireshark can help you
understand what works when weird things happen. Wireshark will not control anything in the

network. Components are the calculation. Wireshark does not send or run any network packets.
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Wireshark is not in support of centralized and long-term monitoring systems. Instead, when using
the trackback feature, Wireshark method. Managing the network is very helpful. The attacker also
uses a variety of techniques to hide his true identity. Steppingstones intermediate host for a zombie
machine used commonly for DoS attacks between attackers as shown as in Figure 2.15. The new
Wireshark 2.0 version is only tested if IP packets enter the network. It does not involve network
protection. This i1s a major drawback for Wireshark when an attacker enters the network. In this
article, therefore, the mechanism of traceback was added. The network is secured by this
mechanism. For hacking, most attackers have used the spoofed IP address. If the Wireshark is
attached to a traceback mechanism, it will identify the address of the true source packets causing
the attack. With a single packet, Traceback will track the attacker. They implement the logging
classification in Wireshark tool; the ICMP-trackback and the packet marking algorithms. Use
Logging to begin tracking packets when you click on this button in the Wireshark tool. The
attacker's path is determined by the packet crossing during the attack time. When the packet takes
time to get not all packets, ICMP is implemented as an add-on option in Wireshark. Generate if the
packet is from the same location where a message is delivered to the packet destination. The
instruction of the attack is reconstructed. Wireshark used the Algorithm labeling packet, marks
packets at time and is a single ID for a specific destination. This makes Wireshark take this as their

priorities Wireshark acts like the mechanism for protection against intrusion.

Attacker e Stepping ey Zombie
Victim = Reflect

Figure 2.15: Process of Attacks. (Pavithirakini, S. ef al., 2016)
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This journal proposed by (Musa, A. et al., 2019) that discussed an analysis network security
of peer-to-peer using Wireshark. In order to prevent future threats for the network peer-to- peer, the
author suggested some strategy to improve the network security of peer-to-peer by using simulation
based experimental studies and the current methodology. They have set up an experiment to use the
BitTorrent and Wireshark of uTorrent application to show how a packet sniffing device can track a
P2P. UTorrent is an application for the BitTorrent system. It is one of BitTorrent's most common
and classic examples. This allow to connect with another Bittorent customers, files exchange with
another active peers and any peer who would like to upload a file must be the same as BitTorrent.
The implementation is involved the DHT (distributed hash table) as part of the standard client
functionality of uTorrent. DHT allows several of active peers to be managed by using the relevant
file and each client. Lastly, for pattern recognition and further analysis can be used the results of
captured data files. Some network security measures the needed due to the sensitivity of the data
shared via the P2P network in an extremely responsive to the network environment. Figure 2.17
shows the process flow chart and the data recording processes for their proposed experimental

setup.
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Figure 2.16: Peer-To-Peer Security Diagram. (Musa, A. et al., 2019)

Figure 2.17: Flowchart of Capture P2P Data by Wireshark. (Musa, A. et al., 2019)

After that, following with this article proposed by (Kim, H., Lee, H., and Lim, H., 2020). In
this article, the author compared the packets were collected and analyzed using software
(Wireshark) and hardware (Observer). In addition, they also compared and analyzed each packet
collections using Wireshark, while the Observer need to check the performance of their work. In
environments where large amounts of data are used, Viavi Corp. operates the Observer platform
with greater efficiency than Wireshark. The Observer Analyzer can collect and record data for a
lengthy time by using Viavi GigaStor to retrieve information from TCP’s session such as HTTP’s
website, IM, FTP / Telnet and prevent the use of network forensics for encrypted packets, allowing
the forensics to help Sarbanes Oxley or HIPPA requirements. Many mobile network managers use
the benefits of free wires, scalability through plug-ins and almost any operating system. Figure 2.18

shows how the hardware of Viavi Corp. look like is.
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Figure 2.18: Viavi Corp.

Hardware as an Observer. (Kim, H., Lee, H., and Lim, H., 2020)

Table 2.8: The Comparison the Usage of Wireshark Software

Author

Study Aim

Method/Solution

CUI X. and SHEN, Q.,

(2018)

To obtain accurate protocol
package information, detailed
work

and accurate

implementation.

Wireshark.

Pavithirakini, S. ef al., (2016)

To improve the Wireshark
capacity as a tool to detect

intrusions in Denial of Service

Wireshark used the Algorithm
labeling packet, marks packets

at time and is a single ID for a

(DoS) attacks. specific destination.
(Musa, A. et al., 2019) To avoid any future threats in Wireshark.
the peer to peer networks.
Kim, H., Lee, H., and Lim, | To compare the packets data | Wireshark and Viavi Corp.

H., (2020)

were collected and analyzed
using software (Wireshark)

and hardware (Observer).
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2.7  Summary of the Chapter 2

At the end of this chapter, twenty-one articles have been observed. We were acknowledged
that there are so many methods and techniques can be exampled to be used in the implementation
of this project Multicast Protocol Efficiency in a Campus Network Environment using eNSP. By
studying this chapter, we have known that the use of multicast is significantly efficient compared

to broadcast and unicast.

However, with multicast routing protocols, we can use to transmit audio and streaming
video to the multiple users. In this project we will apply three multicast protocols such as Open
Shortest Path First (OSPF), Internet Group Management Protocol (IGMP) and Protocol
Independent Multicast-Dense Mode (PIM-DM) and Protocol Independent Multicast-Sparse Mode
(PIM-SM) since they are very useful in the multicast network traffic. We will implement these

multicast protocols to define the efficiency of video streaming in the campus network design.

Other than that, campus network is a wide network range. As stated in the 2.4 subtopic,
there are have a lot of ways to improve the organization of the campus network. In this research,
we will design the campus network in the simulation by using eNSP software. eNSP is a Huawei
product software that can be used to create and construct network topology. From the previous

researches, most of them used this software for education motive.

Nevertheless, Wireshark is one of the network protocol analyzers most widely implemented
today. We can capture packet data in real time from our network and read the data that have been
captured from the packet. For viewing the captured packets, only by click on the packet list pane

that will show the selected packet in the tree view and byte view panes. This software can be run
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on Windows and many other platforms, including IEEE 802.10, PPP, loopback, and captures the

network traffic with an operating system capture library.
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CHAPTER 3

METHODOLOGY

3.1 Introduction

In this section will be focused on the process and the design project of Multicast Protocol
Efficiency in Campus Network Environment. The software required to develop routers, switches,
and clients in this project design by using eNSP. Nevertheless, this project is not using any hardware

implementation and it is including only on the simulation.

3.2 Progress of Projek Sarjana Muda 1 (PSM 1)

One of the compulsory subjects for second semester of the third year of study is Projek
Sarjana Muda 1(PSM 1). This section shows the following flowchart regarding the circulation of
Projek Sarjana Muda 1 (PSM 1). This flowchart as shown in Figure 3.1 comprises from to find the
supervisor and co-supervisor, selection the PSM title project which is A Study of Multicast Protocol
Efficiency in a Campus Network Environment, content of project report progression (Chapter 1, 2
and 3) and lastly the presentation of PSM 1 is done by live streaming session. All this progression

happened as planned from week 1 to week 15 in the Gantt chart as shown in Table 3.1.
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Figure 3.1: Flowchart of PSM 1 Progress
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3.3

Gantt Chart
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A Study of Multicast Protocol Efficiency in Campus Network Environment
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Table 3.1: Projek Sarjana Muda 1 (PSM 1) Gantt Chart
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3.4 Equipment Implementation

This section will explore and explain the equipment and the features that used in the
Multicast Protocol Efficiency in a Campus Network Environment using eNSP for

simulation of network topology.

3.4.1 Router AR1220

AR1220

Figure 3.2: Router AR1220 in Simulation

AR1220 is a Huawei router based on the Various Routing Platform (VRP) copyrights of
the Huawei. In order to offer industrially leading efficiency and reliability to meet current and
prospective demands, they develop on their leadership role in data communications and networking.
The ARI1220 includes functions such as routing, switching, voice, security, 3-G service, and
WLAN. The AR1220 features an effective hardware authentication mechanism and offers a voice
enhancement for a digital signal processor (DSP). Also, firewalls, processing call and voicemail
security are provided by the router. Wireless communication modes can be supported, for example
E1/T1, xDSL, xPON, wi-fi, 3 G and more. The characteristics of this router interfaces are fixed

8FE, one CON/AUX, two fixed GE, one Mini USB and two USB.
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3.4.2 Switch S3700

=

S3700

Figure 3.3: Switch S3700 in Simulation

The company switch of S3700 series is a switch layer three save-energy of the future
networking era. In order to provide high-performance connectivity and convergence to the company
campus network the S3700 uses advanced hardware and software from Versatile Routing platform
(VRP) Huawei. The S3700 of switch can be easily installed and maintained. The S3700 allows
business users to develop the networks of the next era with their scalable VLAN distribution, PoOE
functions, extensive features of the routing and the potentiality to relocate to an IPv6 network.
Furthermore, the switch of S3700 utilizes advanced stacking, VRRP and RRPP stability
technologies to improve efficiency and flexibility in the network. The S3700 is a 1U high box
component. The standard edition (SI) is available as well as an improved (EI) edition. Layer 2
features and basic layer 3 features are supported in version SI. The EI version supports complex

protocol routing and provides more functionality than those provided in the SI version.
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3.4.3 End Device

g‘:

PC

Figure 3.4: PC as a Client in Simulation

A client is an end device that has installed software that allows it to request and display the
information obtained from a server. It is a PC simulator and has one Ethernet interface. However,
a web browser such as Internet Explorer, is one example of client applications. The server and the
client use the network as a method to be connected and communicate from each other. Likewise,
when the clients want to express to their server, the chient will use the network to deliver and accept
the communication or requests over their order. After that, the server will utilize the request to make
sure that request is logical or illogical. If the whole checks out are well, the server will recover the
requests and the client service. However, the server can produce a client to request too. It might to
check the client's status, or ask if it has received any security patches, or if it still needs server

resources. If not receive any, the connection will be close immediately to release the network traffic.
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3.4.4 Multicast Source (MCS)

Py

MCS

Figure 3.5: Multicast Source (MCS) in Simulation

Multicast Source (MCS) will be as a server for this campus network design project. It 1s
consisting of one Ethernet interface. The function of this server is to send multicast packet to the

PC simulators through the switches.

3.5  Multicast Protocols Implementation

Multicast Protocols is a method that one-to-one and many-to-many in the real-time of
communication application on an Internet Protocol (IP) network framework. In this project, we will
execute the three of multicast protocols. There are Open Shortest Path First (OSPF), Internet Group
Management (IGMP) and Protocol Independent Multicast-Dense Mode (PIM-DM) and Protocol
Independent-Sparse Mode (PIM-SM). But mainly used in this project are protocols of PIM-SM and

PIM-DM.
3.5.1 Open Shortest Path First (OSPF)

Open Shortest Path First (OSPF) is a routing protocol that use in the IP network. It is
utilizing a Link State Routing (LSR) algorithm which slots to the Interior Gateway Protocol (IGP)
group and works in one alternative structure. For wide enterprise networks, OSPF is usually used

the IGP.
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3.5.2 Internet Group Management Protocol (IGMP)

Internet Group Management Protocol (IGMP) operates in the middle of routers and hosts of
the LAN to monitor and identify the multicast group where these hosts and routers are group

members.

3.5.3 Protocol Independent-Dense Mode (PIM-DM)

PIM-Dense Mode (PIM-DM) includes a multicast flood pushing model at each network
intersection. This push model provides data to recipients without requested data by the recipients.
This technique 1s successful in some implementations in which recipients are involved on each
network subnet. A router will presume all other routers would like to forward packets for a party in
this dense mode. When a router receives a packet with multi-channels but there is no nearby
participant have been connected directly, the packets will be sent back to the source. This router on
this trimmed branch should not be overwhelmed by the following multicast packets. PIM develops

distribution trees on a source-based basis.

3.5.4 Protocol Independent-Sparse Mode (PIM-SM)

PIM-sparse mode (PIM-SM) utilizes a multi-cast traffic pull model. The traffic is available
only to active users who specifically ask for content in the network elements. Contrary to dense
mode interfaces, the multicast routing table is enabled with spacious interfaces only if a directly
attached participant is disabled or a daily message from descending routers are received. Sparse-
mode operation occurs if an RP is identified by the group when it is in forwarding from a LAN. If

the RP 1s identified for the group, the transmission from the LAN result obtained in a sparse mode
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operation. So then, the packets would be enclosed and submitted to the RP. If no RP is known, it

will fill the packet densely.

3.6  Software Implementation

In this project, Huawei eNSP software and Wireshark software will be used in the Multicast

Protocol Efficiency in a Campus Network Environment project. This section will briefly explain

about the features and how it is working.

3.6.1 eNSP Software
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Figure 3.6: eNSP Network Simulator Software

Enterprise Network Simulation Platform (eNSP) is a simulation tool for the graphical
network. It 1s a network simulation software provided by Huawei. Huawei eNSP is a free open-
source software that can be install at Huawei website. However, this software needed certain

additional software such as WinPcap, Wireshark and VirtualBox to work cooperatively. It mainly
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simulates routers, switches, firewalls, WLANSs, and other devices on the enterprise network.
Huawei eNSP is encompasses of an actual network equipment in the simulation and support large
scale networking. This would let the users to understanding and easy to manage the function and
setup of related equipment in real life. Hence, we will apply this network simulator to design the

campus network topology for this project.

3.6.2 Wireshark Software
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Figure 3.7: The Wireshark Network Analyzer Software

Wireshark is a network packet analyzer that introduces as accurate as possible the captured
packets data. Wireshark is a free open-source software and the best packet analyzer today. There
are many features of Wireshark, such as live network interface packet captured data, accessible to
UNIX and Windows, and text file importation packets with hex-dumps of packet data. The display
very particularized protocol information packet, export multiple packets to some capture filter
format, filter packets on many criteria, colorize filter-based packet display, and generate statistics

44



and so on. For viewing the captured packets, only by click on the packet list pane that will show
the selected packet in the tree view and byte view panes. In addition, Wireshark can be used to
acquire acknowledge of network protocol internal and help in several situations such to troubleshoot
the network issues, identify the network security, verify the network applications, and fix the
protocol implementation. Figure 3.8 shows how the Wireshark working to capture the packet data

and the user can examine the contents.
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Figure 3.8: Wireshark Packet Data Captured
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3.7  The Project Flowchart of PSM

The following flowchart at Figure 3.9 shows the process of this project to be implemented.
This project will be accomplished if the clients accept the video streaming from the MCS server.
If the clients do not accept the video streaming, we need to reconfigure the routers and switches
by recheck the IP multicast group. The first step of this process is by select 4 routers of AR1220,
8 switches of S3700, 16 clients and 1 MCS server. After that, we can start to construct the campus
network topology. To configure the MCS server, we need to set the IP unicast. Next, we can
configure the routers and switches and enable the multicast routing command. The AR1220 router
then uses the command of PIM-SM to configure the routing protocol of PIM-SM. Following to
configure the AR1220 router for RP and BSR candidates. Lastly, apply the command of PIM-SM
to configure the multi-casting routing protocol of PIM-SM, and use IGMP to enable the group

member to handle each switch of S3700 to connect with computer network host.
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Enable PIM-DM
3 command on router and

Figure 3.9: The Flowchart of Projek Sarjana Muda (PSM)
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3.8  The Design Project of Projek Sarjana Muda (PSM)

Figure 3.10: The Campus Network Topology Design

Therefore, this is a campus network topology design that we suggested for this project. We
will develop this design in Huawei eNSP software and strive to configure all the equipment as
shown as in Figure 3.10. After that, we will develop several network elements such as 4 routers, 8
switches, 16 clients and one MCS server in this network topology. The MCS is a multicast server
that will interface with the first router. However, the yellow color area will be the network core that
consists of four routers AR1220. Next, following with the other colors area consists of eight blocks
which is from block A to block H. For every block consist of two clients that connected to one
switch S3700. Lastly, for the expected outcome is when all the clients in each block will accepts
the video streaming from the MCS server and we can capture packet data in real time from our
network and read the data that have been captured from the packet either in tree view pane or byte
view pane by using Wireshark software.
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CHAPTER 4

RESULT AND DISCUSSION

4.1 Introduction

In this section will demonstrate and represent the improvement of campus network topology
design from the suggested design that stated in Chapter 3. This chapter will also give details of the
network elements configuration and the results over the simulation of Multicast Protocol Efficiency
Campus Network Environment using eNSP software. After that, the implementation of multicast
protocols and their efficiencies will be discussed. Then, this section will prove that the Wireshark
software can captured packet data traffic from our simulation network by using eNSP software and
analysed the data traffic that have been captured from the packet either in tree view pane or byte
view pane. Wireshark software can be operate in the simulation too. That is because Wireshark
works alongside the eNSP platform. In a sense, we can simulate our required network in the eNSP
software. When we run the simulation in the campus network, we can analyse the data packet

captured in Wireshark. We can also understand all the data headers while transmission and so on.
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4.2  The Campus Network Topology Design
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Figure 4.1 Campus Network Topology Design

Based on Figure 4.1 above, this is a campus network topology design by using eNSP
software that have been configured. In this design consists of one multicast server (MCS1) in yellow
color area that connected with first router (AR 1) and next connected with three routers (AR2, AR3,
and AR4) of AR1220 in purple color area that known as the core area. After that, eights switches
(SW1, SW2, SW3, SW4, SW5, SW6, SW7, and SWE8) of S3700 in other colors area which is each
switch connected with two PCs or known as clients in one block color area. The total clients in this

design was sixteen clients.
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4.3 The configuration of Network Elements in Campus Network

4.3.1 IP Address Subnetting

First of all, the configuration of IP address need to be assigned to all the devices in the
topology. Before that, only the switches will be not to be configure because of the switches will be
functioned as to reduce the usage of routers interface. The calculation of IP address will be used to

get the IP address range for each device to keep away from overlapped configuration.

Table 4.1: All the possible subnet mask of /28 networks for 192.168.1.1

Network Address Usable Host Range Broadcast Address

192.168.1.0 192.168.1.1 - 192.168.1.14 Skl ].15
0192.168.1.16 192.168.1.17 - 192.168.1.30 192.168.1.31
192.168.1.32 192.168.1.33 - 192.168.1.46 192.168.1.47
192.168.1.48 192.168.1.49 - 192.168.1.62 192.168.1.63
192.168.1.64 192.168.1.65 - 192.168.1.78 192.168.1.79
192.168.1.80 192.168.1.81 - 192.168.1.94 192.168.1.95
192.168.1.96 192.168.1.113 - 192.168.1.126 192.168.1.111
192.168.1.112 192.168.1.113 - 192.168.1.126 192.168.1.127

Table 4.2: IP Address Range of /28 Networks on Clients

Network Element / Device IP Address
Client 1 192.168.1.2
Client 2 192.168.1.3
Client 3 192.168.1.18
Client 4 192.168.1.19
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Client 5 192.168.1.34
Client 6 192.168.1.35
Client 7 192.168.1.50
Client 8 192.168.1.51
Client 9 192.168.1.66
Client 10 192.168.1.67
Client 11 192.168.1.82
Client 12 192.168.1.83
Client 13 192.168.1.98
Client 14 192.168.1.99
Client 15 192.168.1.114
Client 16 192.168.1.115

Table 4.3: IP Address Range of /28 Networks on Client Interface from Router

Network Element / Device IP Address
Router 1 192.168.1.1
192.168.1.65
Router 2 192.168.1.17
192.168.1.81
Router 3 192.168.1.33
192.168.1.97
Router 4 192.168.1.49
192.168.1.113

Table 4.1 shows that all the possible subnet mask /28 for 192.168.1.1 IP address. The subnet
mask can be expressed in two forms: (i) the dot decimal; (ii) the slash notation. For this
configuration, the subnet mask of /28 networks is equivalent to 255.255.255.240 was chosen to be

assigned to configure clients interface. Table 4.2 shows that the IP Address range that assigned to
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each of client interface. Table 4.3 shows the IP address that assigned on router that interface to each
client. The Open Shortest Path First (OSPF) command should be implement too on routers interface
in order to reach the full connectivity of the campus network topology. We can summarize the
network address such as 192.168.0.0 with subnet mask 255.255.0.0. Before that, the routers should
be trucking by assigned IP address of subnet mask /30 that equivalent to 255.255.255.252. This
subnet mask of /30 was chosen because of it consists two usable host and the configuration happen
only on the two interfaces on the routers. This technique will reduce and keep away from wasted
the usable host IP address. Table 4.4 shows the IP address range that used to configure multicast
server and the routers. Next, the ICMP ping method will be used to test the all the connectivity of
the devices and make sure the devices can receive data from the multicast server. The multicast
server was assigned with 192.168.2.2, the first router assigned 192.168.2.1. The first router also
will be assigned start from 192.168.2.5 and following with the other routers as shown as in Table

44.

Table 4.4: IP Address Range of /30 Networks on Multicast Server and Routers

Network Element IP Address
/ Device
Multicast Server 192.168.2.2

Router 1 192.168.2.1
192.168.2.5

Router 2 192.168.2.6
192.168.2.9

Router 3 192.168.2.10
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192.168.2.13

Router 4 192.168.2.14

When all the clients and routers configuration completed, the multicast group IP address
need to be set on multicast server. The IP address was chosen 225.1.1.1. The multicast group IP
address range between 244.0.0.0 - 239.255.255.255 that can be select as shown as in Figure 4.2.
After we select the multicast group address the MAC group address will pop up automatically at

01-00-5E-01-01-01.

Bit == 0 3 Address Range:
0] Closs A Address 0.0.0.0 - 127 255 255 255
1'10 Class B Address 126.0,0.0 - 1%1 255285 255
"I.IJ, SO Cless C Addeuss 192.0,00 - 221.255.255.955
- —
" 1"1 0] Closs D Multicest Address 224.0.0.0 - 23% 755255 255
L -
—
1..0.4 0] Reserved |, 240.0.0.0 - 247 255,255,255
v i s P

Figure 4.2: IP Address Range by Classes

Based on the study of the theoretical and previous research of Protocol Independent
Multicast (PIM), only the Protocol Independent Multicast-Dense Mode (PIM-DM) will be
implemented on this campus network topology rather than Protocol Independent Multicast-Sparse
Mode (PIM-SM). That is because for crowded users, PIM-DM is ideal, whereas PIM-SM is more
suitable for a wide-range network of scattered users. This campus network users are crowded so

that the PIM-DM protocol is appropriate for this topology.
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The OSPF (Open Shortest Path First) protocol command will be execute on this campus
network topology in order to reach the full connectivity on each the router interface. This protocol
will be apply on the campus network topology because there is not been used before by anyone for
the project purpose in the networking field. There are have possibility to propose this method when
no one has ever executed it. The OSPF protocol also supports complex networks with multiple
routers, including backup routers to balance traffic loads on multiple links to other subnets. Through
the OSPF protocol, neighboring routers in the same broadcast domain or at either end of a point-to-
point connection communicate with one another. It is possible to split an OSPF network into areas
which are logical classes of hosts and networks. An area involves its connecting router providing
network-connected interfaces. Each area maintains a separate link-state database whose data can be
summarized by the connecting router for the rest of the network. Thus, outside the field, the
topology of an area is unknown. This reduces the traffic flow between components of an
autonomous system. In this router configuration will be declare as Area 0 where is known as
backbone area and the network address will be use 192.168.0.0 with subnet mask 255.255.0.0 as

shown as in Figure 4.3.

ospf
area @
network 192.168.0.0 255.255.0.0

Figure 4.3: OSPF Protocol Command Configuration

Next part is to configure the routers for the multicast features. The first step is to enable
multicast routing command on each routers. After that, enable PIM command at all device interface

and enable IGMP command at all client interface. Then, start to ping test from client to client and
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from client to server. Table 4.5 shows that the succeed ping test from all clients to multicast server

that addressed 192.168.2.2.

Table 4.5: Ping Test from Client 1 until Client 16 to Multicast Server
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L -trip min/

T CLIENT15 — B X |l ‘© CLIENT16 =

MCPacket | UdpPacket Console Basic Config | Command MCPacket | UdpPacket Console

32 data bytes, Press Ctrl C to

24 time=172
24 time=235

ttl=124
ttl=124
-2 tt1s124
! 192.168.2. = € 4. tt1=124
ttl3124

68.2.2 ping statistics ——-

t(s) transmitted

t(s) receiw

" i % packet loss

p min/avg/max = 141/193/250 ms

4.3.2 Protocol Recognition and Network Configuration Testing

The network configuration testing will be a way to check all the device connection. The
PIM-DM protocol is maintained by each multicast routing table. That is because the multicast data
packet is transmitted to control the connection. All the table below from the Table 4.6 until Table
4.12 shows the interface information that including PIM-DM, IGMP group and multicast routing-

table.
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Table 4.6: PIM-DM Interface Verbose Details

Router 1

1d interval:
refresh proces
refresh i
retry interv
refresh cap
disabled

[ routers
f routers
routers

ASM join
SSM join
join poli

Router 2
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Interface:

PIM
PIM
PIM

version:

mode: Den

PIM D

PIM I

(co

PIM ne

PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM

PIM

PIM

PIM h

PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM

Number
Number
Number of

Number

ACL

ACL

hello interval:
LAN delay (negotiated
LAN delay (configured)

hello

override interval

e interval

ent: disabled
neighbor tracking

r trac g

(negotiated) :

0XA962DA00

(negotiated

(con

disabled
figured) isabled
disabled

disabled

assert hold interval:
triggered hello delay:
J/P
J/P

interval: 60 s
hold interval: 21

state-refresh processing:

105 s

180 s

5 s

0s

enabled

state-refresh interval: 60 s

ft retry interval:
8
BFD: disabled
dr-switch-delay timer:
of routers
of routers
routers
of routers
PIM neighbor p
PIM ASM join
PIM SSM join

of PIM joim policy

on

af

ra
tate-refresh capability on link:

3 =

capable

not confiqured
DR priority: 0
N delay: 0
hbor tracking:
attribute: 1

Interface:

PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM

Ethernet0/0/1,
version: 2

mode: Denae

state: up

DR: 192.168.

DR Priority

neighbor count:

hello interval: 30
delay (negotiated):
delay (configured):
hello override i

AN

AN
LAN
terval
0 override

nt: disabled

PIM r

PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
BIM
PIM

Number of routers

1 attribute
eneration ID:
require-GenID:
hello hold inte
hold interval:
ered hello delay:
interval: 60 s

hold interva

on link:

BFD: disabled

(negotiated):
(configured) :

disabled
disabled

disabled

capable

dr-switch-delay timer: not configured

not

Number of routers

Number of routers

CL of PIM ASM joim policy: =

ACL

of PIM S5SM join policy: -
of PIM join policy: -

DR priority:
LAN delay:

Interface:

PIM
PIM
PIM

PIM

Number of
Number
Number
Number

ACL
ACL
ACL
ACL

GigabitEthernet0/0
versiont 2

mode: Dense
state: up

DR: 192.168.1.65
DR Priority
neighbor count: 0
hello interval: 30 35

LAN delay (negotiated):
{configured) :
override interval
override interval

LAN delay
hello
ello

h
g
S
n

i

eighbor tracking
n bor trac

3 attribute
generation ID:

require-GenID: dlsak

jJoin

hello hold interval:
hold interval:

(local)
(configured): 1

500 ms
500 ms
(negotiated):
(configured) :

2500 ms
2500 ms

disabled
disabled

triggered hello delay:

J/P interval: 60 s

J/P 21

hold interval:

processing:

interval:

interval:

disabled
dr-switch-delay
routers on link
of
of
of
PIM
PIM
PIM
PIM

link
link

routers
routers

on
on
routers on link
of
of
of

of

neli

timer:

ibor policy

0 =

enabled

€0 s

3 s

capable

ured
using DR priority: 0

not con
not
not
not

using
using

LAN delay:
neighbor tracking:

not using attribute: 1

join

ASM join policy: -
55M join policy: -

Interfa
PIM

M Silent:

GigabitEthernet0/0/0,
sion
mode:
3tate: up
DR: 192.168.1.17 (local)
DR Priority (configured): 1
neighbor count: 0
hello interval: 30 s
LAN delay (negotiated): 500 ms
LAN delay (configured): 500 ms
hello override interval
hellio override interval
disabled

(negotiated):

-switch-delay ti
routers on

routers a

routers

routers

(negoriated)
(configured)

192.168.1.17

2500 ms
2500 ms

disabled
disabled

priority: 0

LAN delay: 0

neighbor tracking: 1
join attribute: 1




{ mode:

Dense
state: up
DR: 152.168.2.1
DR Priority (con
ghbor count )
o interval: 30 s
delay (negotiated):
delay (configured):
interval 2500 ms
2500 ms

(negotiated) :
override interval (configured):
tracking

r tracking (configured):
attribute (negotiated): di
ID:

(negotiated) :

0X82ABB124
abled
1: 105 s
assert hold interval:

triggered hello delay:

state-refresh
state-refresh

{ graft retry i

state-refresh
BFD: disabled

{ dr-switch-delay timer: not configqured
1 DR prioricy: 0
{ delay: 0
hbor tracking:
1

Number
Number
Number
Number

ACL
ACL
ACL
ACL

<R3>display

VPN-Instance:

Interface:
PI
PI
PI
PI
PI
Pl
PI
PI
PI
PI
PI
PL
PI

of
of

link

idink n

routers
routers
of routers
of routers
of PIM meighbor
of PIM ASM join
of PIM SSM join
of PIM join poli

attribute:

pim interface verbose
public net
Ethernet0/0/0,
version: 2

mode: Dense
state: up

DR: 192.168.2.14
DR Priority (configured): 1
neighbor count: 1

hello interval:=30's
LAN delay (negotiated):
LAN delay (configured):
hello override interval
hello override interval
Silent: isabled
neighbor tracking (negotiated): disabled
neighbor tracking (configured): disabled
join attribute (negotiated): disabled
generat ID: OXF926C06

reguire
hello
asserc

192.168.2.13
M
M
M
M
M
M
M
M
M
M
M
M

M

500 ms
500 ms
(negotiated) :
(configured) :

ld inter
hello del
=

LAN dela:
neighbor
join atct

Interface:

PIM
PIM
PIM
PIM

{ Silent:
M neighbor tracking

{ join attribute

{ require-GenID:

eighbor co
ello interva
gured) :
interval
hello override interval
disabled
(negot
{confi

ng
(negotiat
0XBF7EDF6
disabled

neighbor
generation ID:

hello
assert

held i

hold i

{ triggered hello

{ graft ret

Number
Number

J/P interva

J/P hold interval: 210 s
state-refresh processing
state-refresh interval:
terval: 3
state-refresh capability
BFD: disabled
dr-aswitch-delay timer: n
of routers on link no

routers link no

Number o

Number

ACL
ACL

L

ACL

Interface: Ethernet0/0/1,

PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM

of
of
of
of

J J ¥
PIM ASM join policy:
PIM SSM join policy:
PIM join policy: -

wversion: 2
mode: Dense
state: up

DR: 192.168

DR Priori
neighbor count:
hello

(local)

inverval: 30 =

PIM LAM

PIM

PIM h

PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM

Number

Silent:
neighbor trac
neighbor trac
attribut
generatlio
require-G
hello

assert hold
triggered

J/P interval:
hold
state-refres
state-refresh
graft retry

join

Jy

state-refresh capability on link:

BFD:
dr-switch-delay

of

disabled

Number
Number
Number

L of

of
of

PIM neighbor
PIM

L-I - -

of

192.168.1.81

500 ms

500 ms
(negotiated):

(configured) :

iated):
gured) : disabled
ed) : disabled

2
on

ot configured
t using DR prioricy
Tt usi LAN delay:

join atcribute:

192.168.2.14

2500 ms

capable

not configured

using DR prio
using LAN delay:
using neighbor
using




Interface: GigabitEthernet0/0/0,

PIM version: 2
PIM
PIM
PIM
PIM
PIM

Interface:
PIM ve
PIM m
PIM
PIM (local)
PIM DR Priority (configured)
PIM ne 1
PIM
PIM
PIM
PIM h
PIM
PIM
PIM
PIM
PIM
PIM
PIM
PIM h
PIM
PIM
PIM
PIM
PIM
PIM
PIM g
PIM

mode: Dense

(negotiated):
(configured) :

v override interval gotiated): 2500 ms

2500 ms
2500 ms

iated):

OvVerr red) : override interval nfigured): 2500 ms

Silent: disabled
neighbor tracking

disabled
disabled
disabled

disabled
(configured): disabled
disabled

(negotiated) :
eighbor tracking
n attribute (negotiated):
eneration ID: 0XF0921B7B
bled
1d interval: 105 s
hold interval: 1
o delay:
l: 60 s

iterval:

gotiated): disabled

25DCOBS0

assert

sh processing: enabled
resh interval: 60 s
ry interval: 3 s PIM
PIM
PIM
PIM dr-switch-delay timer: not configured
Number of routers
Number of routers

state- esh capability on link: capable capable
PIM BFD: disabled

PIM dr-switch-delay timer:
Number routers on
Number of routers
Number routers

configured
DR priority: O
LAN delay: 0
ghbor tracking: 2
attribute: 2

1

of routers on
PIM neighbor po
PIM ASM join
PIM SSM join p
PIM join poli

Number

of
of
of

ACL PIM join policy:

Interface: GigabitEthernet0/0 GigabitEthernet0
PIM version: 2
PIM mode: Dense
PIM state: up
PIM DR: 192.168.1.33 (local)
PIM DR Priority (configured): 1
PIM neighbor count: 0

IM hello interval: 30 s
PIM LAN delay (negotiated):
PIM LAN delay (configured):

1lo override interval

PIM DR: 192.168.1.113 (local)
FIM DR Pricrity (configured): 1
PIM neighbor count: 0

PIM hellec interval: 30 s
PIM LAN delay (negotiated):
PIM LAN delay (configured):
PIM hello override interval
PIM hello override interval

500 ms
500 ms

{negotiated) : 2500 ms

500 ms
500 ms
(negotiated) :
(configured) :

2500 ms

override interval 2500 ms (configured): 2500 ms

disabled
ighbor tracking
attribute
ID:

(negotiated) :

(negotiated) :
0X2CBAFT7D9

disabled
ed) : disabled
disabled

disabled

interval:
t hold interval:
{ triggered hello delay

J/P inter 60 s

PIM J/P hold interval: 21

PIM state-refresh processi
interval:

PIM state-refresh
PIM graft retry interval:

PIM state-refresh capability on

PIM BFD: disabled

PIM dr-switch-delay timer
of routers on
of routers on
of routers on link
of routers on link
PIM
PIM
PIM
PIM join pol

ASM join

105 s
: 52

s

60 s

3s

link:

capable

: not configur

DR priority: 0
LAN delay: 0

ed
not
not 1
not

not attribute:

neighbor policy

55M join policy:

tracking:

1

:f

PIM Silent: disabled
PIM nei

PIM neighbor tracking
PIM join attribute

(cor

PIM generation ID:
e-GenID:
PIM hel hold interval:
PIM assert hold inter
red hello delay:
60 s
hold interval:
-refresh

interval:
rocess

refresh int
retry inte

PIM BFD: disabled
PIM dr-swit
Number of
Number
Number
Number

of

ters on
of routers using
using

using

55M join po

{ join policy: -

e

using

LAN delay:

hbor tracki
join attribute:

ng:
1




disabled
iitch-delay timer:
routers on link n

n
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Table 4.7: IGMP Interface Verbose Details

uter 1

IGMP activity: 0

Router 2

192.168.1.

joins, 0 leave
iated): -

[thi.
3

r-querier-present-timer-expiry:

o ICUL

(34}
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itBthernet0/0/1(192.168.1.65) GigabitEthernet0/0/1(192,168,1.8
VP ig enabled IGMP i3 enabled
IGMP version is Current IGMP version is 2
IGMP state: up
IGMP group policy: none
IGMP limit: -
Value of query interval for IGMP (negotiated
of query interval for IGMP (confiqured ]
e of other querier timeout for IGMP: 0 s
e of maximum query response time for IGMP:
of last member que
g of last member
of startup query i
of startup query count:

e
o

-t rﬁ — 0

QB

urrent

@

MP state: up
P group policy: none
limit: -
of ! for

e of / interval for I

[

of other querier timeout for IGMP:
of maximum query response time for IGMP: 1
of last member query time: 2 s
of last member query interval:
of startup query interval: 15 s
e of startup query count: 2 :
General query timer expiry (hours:minutes:seconds): 00:00:40 EEALUNCY L SR R ey

K : uerier for IGMP: 1092.168.1.81 (this router)
Querier for IGMP: 192.1 5 (this router) . .

IGMP activity: 0 ‘cine, 0 leaves
Robustness (negotiated)

Robustness (configured): 2
Require-router-alert: disabled
Send-router-alert: enabled
Ip-source-policy: disabled
Prompt-leave: disabled

S5M- Mapplng dlsa:-ej
Startup-query-timer-expiry: off
Other-querier-present-timer-expiry: off

Require-router-alerti disabled
Send-router-alert: enabled
Ip-source-policy: disabled
Prompt-leave; disabled
55M-Mapping: disabled
ELa:::p-q:e:y-tlme:-exp;:j:

Router 3
<R3>display igmp interface verbose
Interface information of VPN-Instance: public net Iﬁterfaﬂe 1wfarna ion of VPN-Instance: public net
GigabitEthernet0/0/0(192.168.1.33): GigabitEthernet0/0/0(192.168.1.49)
IGMP is enabled IGMP ig enabled
Current IGMP version is 2 Current IGMP version is 2
IGMP state: up IGMP state: up
IGMP group pelicy: none IGMP group policy: none
IGMP limit: = IGHP limit: -
Value qu interval for IGMP (negotiated): Value of query interval for IGMP (negotiated):
Value of query interval for IGMP (configured): } Value of query interval for IGMP (configured): 60

Value of other querier timeout for IGMP: 0 s Value of other querier timeout for IGMP: 0
Value of maximum query response time for IGMP:
Value of last member query time: 2 3 Value of last :e:hel query time: 2 s
Value of last member query 1*te'v=l: 1 Value of last member query interval:
Value val: 15 8 Value of startup query interval: 15
Value of startup query count: 2 Value of startup query count: 2
General query timer expiry (hours:minutes:seconds): Ui General q:er" timer expiry (hours:minutes:seconds): (
Querier for IGMP: 192.1 (this router) MP: 192.168.1,49 (this router
IGMP activity: 0 joins, 0 leav .GHF activity: 0 joins, 0 leaves
Robustness (negotiated): -
Robustness (configured): 2
Require-router —ale*': disabled Require-router-alert: disabled
alert: enabled Send-router-alert; enabled
-policy: disabled Ip-source-policy: disabled
: disabled Prompt-leave: dlqa“l=d
ng: dlsab-hi 55M-Mapping: disabled
crtgc—q,e:;—:lme:—explzg: off

o o

rtup-query-timer-expiry: off

=

3t
Other-querier-present-timer-expiry: off Other-querier-present-timer-expiry: off




Table 4.8: IGMP Group Details

Router 1

n
Ether
11 IGMP Group r

Address

9.1.1.1

Eédads

itEtherne

Router 3

Router 2

ce: public net
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net

00001, (192.168.2.2, 225.1.1.1)

Mplticast routing table of VEN-Instance: public net
Total 1 entry

00001, (192.168.2.2, 225.1.1.1)
Uptime: 00:01:44
Upstream Interface: Echernet(/0/1

T

Gy ) M

Based on the Table 4.10 and Table 4.11 below, it shows the PIM-DM and IGMP interface
details. These protocols information could be display via CLI command on each router. Through
this, the IGMP interface error between server to router and router to router its own can be prevented.

The multicast protocols cannot operate well if this happens, and video streaming cannot be shared

along with the multicast method.
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Table 4.10: PIM Interface Details

Router 1

o
|
)
H
™

O = -

-

K

[

Router 3

NbrCnt HelloInt DR-Pri DR-Address
30 1 192.168.2.1
30 1 1
30 1
30

Router 4

192.168.

192.168.1

68




Table 4.11: IGMP Interface Details

ry interval for IGMP (negotiated): -

ry interval for IGMP

C

Value
Value
Value

Router 2

of query interval for IGMP (nego
of query interval for IGMP (confi
of other querier timeout for IGM
E £

ry interval for IGMP (negotiated): -
query interval for IGMP (configured):

querier timeout for IGMP:

nt

tion of VPN-Insta
0/0/0(192.168.1.49):

IGMP version is 2

state: up

group policy:

none

limit: -
Value of query interval for IGMP
Value of query interval for IGMP

querier timeout for IGMP:
query time. for

oU
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Table 4.12: RPF (Reverse Path Forwarding) Details on Routers

Router 1

the response message, and multicast traceroute £

PIM
PIM
PIM
received the response message, and multicast traceroute f

Router 4

Subsequently, Table 4.12 above shows that the RPF details of multicast source from each
routers. Multicast has a Reverse Path Forwarding (RPF) check conception. The RPF method tests

when a multicast packet arrives on an interface to verify that this incoming interface is the outgoing
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interface used to access the source of the multicast packet through unicast routing. Loops are

prevented by this RPF check process.

4.4  The Simulation of Multicast Campus Network

a 2019 Aladdin.mp4 - VLC media player

A rtp://127.0.0.1:17219 - VLC media player

a rtp://127.0.0.1:17222=

VLC media player

A ripy//127.0.0.1:17229 - VLC media player

rtp://127.0.0.1:17157 - VLC media‘player

00:00
LTI B ) TR |
]}

2:07:58

'3

00;00
TR o]

00:00

1098 e

rtp://127.0.0.1:17160 - VLC media player

rtp://127.0.0.1:17163 - VLC media player

VLC media player

rtp://127.0.0.1:17167 -

7 rtp://124.0.0.1:817170 - VLC media player

Media Playback Audic Video Subtitle Tools View Help

[ g™

Getting hel|

Figure 4.4: Multicast Streaming Video from Multicast Server (at the top and left side) to the Client 1

until Client 8.
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2019 Aladdin.mp4 - VLC media player rtp://127.0.0.T:177186 - VLC media player ==

Video Subtitle Tools View Help

Media Playback Audio

rtp://127.0.0.1:17193 - VLC media player

rtp://127.0.0.1:17196 - VLC media player

rtp://127.0.0.1:17202 - VLC media player - O

a rtp://127.0.0.1:17183 - VLC media player - 0

m 00:00 00:00
= O

a /1127.0.0.1:17206 - ia pl
rtpy//127.0.0.1:17206 - VLC media player | ] 23 (SE]%

Getting help an

00:00

00:00 - R e—
TSR = e B | - = [PPORRNCH

Figure 4.5: Multicast Streaming Video from Multicast Server (at the top and left side) to the Client 9

until Client 16
Figure 4.4 and Figure 4.5 shows the successful multicast streaming video from the multicast
server that reached to the all sixteen clients. This happen when all the clients join the multicast group
address (225.1.1.1). However, at a certain seconds there will be happen some delay or loading VLC
video play at the several client. That is because all the clients has dissimilar IP address and it might

causes some interruption.

4.5 Wireshark Analysis Multicast Data Traffic
The Wireshark will be used to analyze and capture the data packets on different links to trace
the flow of multicast data in the simulation of campus network. Particularly, Wireshark can identify if

the client has join or leave the multicast group.
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4.5.1 PIM-DM Data Traffic Analysis

No. Time Source Destination Protocal Info
1911 179. 829000 HuaweiTe_87:18:f2 Spanning-tree-(for-5sTP M5T. Root = 32768/0/4c:1t:cc:87:18:f2 Cost =0 = 0x8002
1912 110000 HuaweiTe_8 3:f2 spanning-tree-(for-SsTP MST. Root 32768/0/4c:1f:cc:87:18:F2 cCost 0 Port 0x8002
1913 183.532000192.168.1.113 224.0.0.1 IGMP V2 Membership qQuery, general
i 1913 183.532000 192.168.1.113 224.0.0.1 IGMP V2 Membership Query, general - O i
|® Frame 1913: 60 bytes on wire (480 bits), 60 byres caprured (480 bits) ] =0 = 0x8002
® Ethernet II, Src: HuaweiTe_d2:09:21 (54:89:98:d2:09:21), Dst: IPv4mcast_00:00:01 (01:00:5e:00:00:01) |: = 0 = 0x8002
# Internet Protocol, Src: 192.168.1.113 (192.168.1.113), Dst: 224.0.0.1 (224.0.0.1) |
# Internet Group Management Protocol I: = rt = 0x8002
|: = rt = 0x8002
| k= rt = 0x8002
L0 00 5e 00 00 OL 54 89 98 dZ 09 21 08 00 46 cO It = rt = 0x8002
MFIVENO00 01 94 04 00 00 11 64 ee 9b 00 00 00 00 00 00 lt=0 = 0x8002
‘DD!O 00 00 00 00 00 00 00 00 00 00 00 00 | . 0 0X8002
It e
L |: =0 0x8002

Figure 4.6: A Client from Block H (192.168.1.113) query to join the multicast group
(225.1.1.1) using IGMPv2 protocol

@ 25 61406000 192.168.1.2 225.1.1.1 IGMP V2 Membership Report / Join group 225.1.1.1 - o ok = ongon
@ Frame 25: 46 bytes on wire (368.bits), 46 bytes captured (368 bits) Irt Ox8001
® Ethernet II, Src: HuaweiTe.1T:23:03 (54:89:98:1f:23:93), Dst: IPv4mcast_01:01:01 (01:00:5e:01:01:01) rt = Ox

@ Internet Protocol, SrEiA92.168.102.(192.168.1.2), Dst: 225.1.1.1 (225.1.1.1) e
[E Internet Group Management Protocol rt

=
ERRRER

B0 Port = 0x8001
r 8001
Ox8001
12 o e IGHE V2 /
26 61. 00 HuaweiTe_1d:46:18 Spanning-tree-(for TF ¥ST. RoOOT 32¥68S0/4c: 1 cc:1d 8 M€ost = 0 TPorg Ox8001

77 &1 437000 1a? 168 1 2 225111 TaMB w7 Mamharshin Banart 1nin npann 225 i 18
# Frame 6: 119 bytes on wire (952 bits), 119 bytes captured (952 bits)

Figure 4.7: Client 1 (192.168.1.2) has join the multicast group (225.1.1.1) using IGMPv2
protocol

3668 131. 750000 192.168.1.51 22501, Il IGMP V2 Leave Group 225.1.1.1 B

4] 3668 131.750000 192.168.1.51 225.1.1.1 IGMP V2 Leave Group 225.1.1.1 - 8
@ Frame 3668: 46 bytes on wire (368 bits), 46 bytes captured (368 bits)
=
2]
®

Ethernet II, src: HuaweiTe_00:61:7d (54:89:98:00:61:7d), Dst: IPv4mcast_01:01:01 (01:00:5e:01:01:01)
Internet Protocol, Src: 192.168.1.51 (192.168.1.51), Dst: 225.1.1.1 (225.1.1.1)
Internet Group Management Protocol

{slos/INO1 00 5e 01 O1 O1 54 89 98 00 61 7d 08 00 46 00
(MONER00 20 00 78 00 00 01 02 80 82 cD a8 01 33 el 01
(LFIENO1 01 94 04 00 00 17 00 06 fd el 01 01 01

Figure 4.8: Client 8 (192.168.1.51) has leave the multicast group (225.1.1.1) using IGMPv2
protocol

Based on the Figure 4.6 shown the Client from Block H (192.168.1.113) that query to join the
multicast group (225.1.1.1) using IGMPV2 protocol. For the Figure 4.7 shown the Client 1 (192.168.1.2)
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has join the multicast group (225.1.1.1) using IGMPv2 protocol and Figure 4.8 shown the Client 8
(192.168.1.51) has leave the multicast group (225.1.1.1) using IGMPv2 protocol. This Wireshark
analyzer can identify the client that query to join or has join or has leave the multicast group with

captured data packets and protocol recognition.

7] Wireshark 10 Graphs: Standard input - O
— 200
— 100
| T | T ] T I T I T | T i T | T | T | T I T 0
Os 20s 40s 60s 80z 100s
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Figure 4.9: a) Router 1 to Multicast Server 10 Graph, b) Router 2 to Client Interface
(GigabitEthernet0/0/1) IO Graph, c) Router 4 to Router 3 10 Graph

Figure 4.9 above shows the 10 graph of the User Diagram Protocol (UDP) total data traffic. It’s
determined the data packets in the rate per second based on the video duration length. The time (second)
is measured by the x-axis data and the y-axis data is the number of packets per stick in this graph. This
IO graph were took from the three different interfaces. As can see from the 10 graph, the low and high

of data traffic flow were from the video simulation session.
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Based on the Figure 4.10 above, its show the available protocols under the User Datagram
Protocol (UDP) are OSPF and PIM on the multicast server. The User Datagram Protocol (UDP) is a
substitute communication protocol to the Transmission Control Protocol (TCP), which is primarily
used to establish low latency and loss-tolerant connections between internet applications. After that,
for the Figure 4.11 until Figure 4.18 shows the hierarchy protocol for all the client interface from router

1 until router 4. Its display the available protocols such as OSPF, PIM and IGMP.

Address A 4 Address B ¢ Packets ¢ Bytes 4 Packets A->B 4 Bytes A->B 4 Packets A<-B 4 Bytes A<-B 4 RelStart ¢ Duration ¢ bpsA->B 4
19216822  225.1.1.1 9038 12382 060 9038 12382060 0 0 0.000000000  100.7660 98303475
19216821 224.005 1 858 1 858 0 0 1219000000 905310 7582
19216821  224.00.13 4 304 4 304 0 0 2016000000  90.2660 2694
Figure 4.19: Router 1 to Multicast Server Conversation Data

Address A 4 AddressB 4 Packets 4 Bytes 4 PacketsA->B 4 Bytes A->B 4 Packets A<-B 4 Bytes A<-B 4 RelStart 4 Duration 4 bpsA->B 4

192.168.2.2  225.1.14 19597 26 847 890 19597 26 847 890 0 0 '0.000000000  264.4060 812323.17
192.168.1.1 224.0.05 27 2106 27 2 106 0 0 5360000000 254.5620 66.18
192.168.1.1  224.0.0.13 10 760 10 760 0 0 8.750000000  225.3280 26.98
192.168.1.1 224.0.01 9 540 9 540 0 0 51.266000000 195.0470 22.15
192.168.1.2 225.1.1.1 9 414 | 414 0 0 51.485000000  194.9680 16.99
192.168.1.3 225.1.1.1 9 414 9 414 o 0 51.500000000 194.9690 16.99

Figure 4.20: Client 1 and Client 2 to Multicast Server Conversation Data

Address 4+ Packets 4 Bytes 4 TxPackets 4+ TxBytes ¢ RxPackets ¢ RxBytes 4 Latitude

192.168.2.2 17097 23 422890 17 097 23 422 890 0 0 -
225.1.1.1 17097 23 422 890 0 0 17097 23422890 i
192.168.2.1 27 2092 27 2092 0 0 &
224.0.0.5 20 1560 0 0 20 1560 -
224,0.0.13 Ty 532 0 0 Vg 532 -

Figure 4.21: Router 1 to Multicast Server End Point Data

Address 4 Packets 4 Bytes 1 TxPackets 1 TxBytes 1 Rx Packets 4 RxBytes 4 Latitude
192.168.1.113 8 602 8 602 4] 0 -
224.0.0.13 2 152 o o 2 152 -
224.0.0.5 5 390 o o 5 390 -
224.0.0.1 1 60 o o 1 60 -
192.168.1.115 1 46 1 46 (] 0 -
225.1.1.1 225 305 602 o (o] 225 305 602 -
192.168.1.114 1 46 1 46 ] 0 -
192.168.2.2 223 305 510 223 305 510 o 0 -

Figure 4.22: Client 15 and Chent 16 to Multicast Server End Point Data
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Figure 4.19 until Figure 4.22 shows the conversation and end point captured data from router
and client to multicast server. As can see, the Router 1 (192.168.2.1) try to communicate with IP address
224.0.05 where is the OSPF (Open Shortest Path First) default IP address for all routers and IP address
224.0.0.13 which is the PIM default IP address. When it can communicate, it will send Hello packets to
all OSPF routers on the network segment and receive data packet from multicast server as shown as in
Figure 4.19. However, it same happen to the Chent 1 and Client 2 that want to reach the IP address
224.0.0.5 and 224.0.0.13 as shown as in Figure 4.20. Next, for the end point sessions as shown as in
Figure 4.21 and Figure 4.22, after it send and receive all data packets to a specific IP address it will end

any transmission of data.
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4.5.2

Comparison for PIM-DM Protocol Data Traffic on each Interface

Table 4.13: Data Traffic Comparison for PIM-DM protocol on each Interface

Packet Data | Data Captured| Average Data
Interface Protocol Captured (Bytes) Captured
(Bytes/Sec)
Multicast Server to PIM-DM 53280 72851421 275302
Router 1
Multicast Server to PIM-DM 53284 72877604 275389
Router 2
Multicast Server to PIM-DM 53290 72906425 275470
Router 3
Multicast Server to PIM-DM 53295 72956810 275682
Router 4
GigabitEthernet0/0/0 from PIM-DM 53288 72972643 169054
Router 1 IGMP 52728 72987237 167842
GigabitEthernet0/0/1 from PIM-DM 53276 72901644 168912
Router 1 IGMP 52859 72976543 278935
GigabitEthernet0/0/0 from PIM-DM 53289 72892601 278642
Router 2 IGMP 52884 72789161 278851
GigabitEthernet0/0/1 from PIM-DM 53293 72459023 278730
Router 2 IGMP 52875 72865234 278863
GigabitEthernet0/0/0 from PIM-DM 53274 72982450 178923
Router 3 IGMP 52967 72563420 279763
GigabitEthernet0/0/1 from PIM-DM 53297 72967821 279752
Router 3 IGMP 52967 72563420 169875
GigabitEthernet0/0/0 from PIM-DM 53282 72992404 278916
Router 4 IGMP 52967 72563420 169512
GigabitEthernet0/0/1 from PIM-DM 53279 72997652 278963
Router 4 IGMP 52967 72563420 279780

80




Based on the Table 4.13, it’s shown the data traffic captured by using Wireshark analyzer
software for PIM-DM protocol. The different data traffic are from the Multicast server that has been
transferred on each client. From the GigabitEthernet0/0/0 interface from Router 1 until
GigabitEthernet0/0/1 interface from Router 4 data captured, it’s all around 72000000 Bytes. This is a
proven where the PIM-DM protocol implementation is more efficient and bandwidth reduction. As can
see, all the data transferred by Multicast Server to the all client interface is nearly similar value which

is over 72000000. Moreover, the PIM-DM protocol can be stable when the network become complex.

4.6 Discussion

As discussion from this multicast campus network project, all the network elements were
successful configured and functioned well in the simulation. The first step is to settle up the basic
configuration. To avoid IP address overlapping, the calculation of IP address to get the range were
needed. In this project, the IP address for client interface start from 192.168.1.1 with chosen subnet mask
255.255.255.240 that equivalent to /28. Although in this topology have switches, the switches will
remain unconfigured since it functioned can reduce the usage of router interface. Following with the
routers configuration, the routers need to be trucking by assigned IP address of 192.168.2.1 with subnet
mask /30 that equivalent to 255.255.255.252. This subnet mask of /30 was chosen because of it consists
two usable host and the configuration only on the two interfaces of the routers. This technique will
reduce and keep away from wasted the usable host IP address. Next, the configuration for the multicast

server that need to be assigned with multicast group IP address. The multicast group IP address have a
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range where it start from 244.0.0.0 until 239.255.255.255 and the address of 225.1.1.1 has been chosen

as the multicast address.

After all the configuration were completed, the multicast protocol at the CLI command prompt
on the router interface need to be implemented. Firstly, enable the multicast routing on each router
interface. Secondly, enable the PIM-DM protocol at every interface where have connection with all
client and router. Same goes to IGMP protocol, enabled the command on every client interface only.
Then, enable OSPF protocol to reach the full connectivity of the campus network topology. The
summarization of network address such as 192.168.0.0 with subnet mask 255.255.0.0 and declare all the
area network elements on this topology as Area 0 where it known as the backbone area. After that, ping
test the client to client and client to server, and also from router to server and client were successfully.

This ping test is to check whether the connections are reachable or not.

The next part is to run the simulation by browsing any video play that have VLC player media
path. Before continue to run the simulation, check all the client configuration that must be configure
with multicast group IP address 225.1.1.1 at the destination IP address and the destination MAC address
01-00-5E-01-01-01 on the MCPacket section. Finally, the video with 2 hours duration length and before
that all the client need to select “Join” button then select the “Show VLC’ to display the same video play
on the MCPacket section can be run. All the packets data captured that has been obtained over 72000000
Bytes and has been prove the PIM-DM protocol implementation is more efficient and reduce the
bandwidth. However, to get the successful video streaming to all client, from the multicast server should
run the video simultaneously with all the client. Besides that, at a few seconds sometimes will happen
buffering video play. Typically it happen because of different IP address range and might causes some

interruption.
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Other than that, the captured data packets and observed the data flow during the simulation
occurs by using Wireshark software had been done. It can obtained the IO graph that show the total data
traffic based on the video duration length. The protocol hierarchy and the conversation and endpoint
data of several devices in the topology were observed. Although the simulation were successful, there
are some issues that had faced during the simulation process. The main problem is to configure the
routers. The understanding on how to ensure all the client and router interface have suitable multicast
protocol to enable is very important. The next issue is incorrectly assigned for multicast group IP address
at the client configuration. The mistaken IP address that used is 255.1.1.1 and the correct IP address has
been change to 225.1.1.1. Lastly, this multicast campus network were successful accomplished with the
proven results of streaming video and Wireshark software can captured packet data traffic from the
simulation network by using eNSP software and analysed the data traffic that have been captured from

the data packet.
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CHAPTER 5
CONCLUSION AND FUTURE WORK

51 Overview

The Multicast Protocols Efficiency in A Campus Network Environment using eNSP project
has been done study and accomplished. The suitable PIM protocol to be applied is PIM-DM protocol.
That is because PIM-DM does not use Rendezvous Point or RP and it is only uses source-based trees,
which makes it easier to execute and implement than PIM-SM. For this finale chapter, there will have
some recommendation and suggestion that beneficial to enhance this multicast campus network project

in the future.

5.2 Conclusion

At the end of this chapter, from a source information can transfer a single copy of the
information to a single multicast address that can distributed to the whole group of recipients by using
multicast technique. Other than that, multicast can reduces the overload burden of client computers who
are not involved in the handling of unnecessary data packets with the multicast traffic. The multicast
method of network communication saves a great deal of bandwidth. For instance, the data size of many
traffic types for video streaming is very high. By transmitting a single stream to multiple recipients, the
multicast form of network communication enables significant savings in bandwidth requirements. It can
also minimize the unnecessary number of streaming servers. If the unicast form of network
communication is used for heavy video streaming, more server hardware and other resources are

required.

However, the design of the network topology of campus network and able to deliver video
streaming to the clients using eNSP software 1in this project were successfully. In this project topology
consist of one multicast server, four routers, eight switches and sixteen clients which is a quite large
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scale network. With the precisely IP address configuration and multicast protocol enabled on all the

network element, the main objective is to deliver video streaming to all the clients were achieved.

Based on the study, the PIM-DM protocol is more stable for a large campus network
compared to PIM-SM protocol. In this project, there is only PIM-DM protocol to be implemented.
From the data traffic captured by using Wireshark analyzer software, it has been prove that the
PIM-DM protocol is more efficient and bandwidth reduction since the data captured that transferred
to all client has similar values around 72000000 Bytes from the Multicast Server. Last but not least,
the PIM-DM protocols are the most suitable to be implemented in the campus network because of

it 1s easy to be flooded with data packet when the network become complex.

5.3 Future Work Recommendation

There are have some ideas and recommendation for this part. The first is, the multicast campus
network could be design in larger scale network than before in order to study the precisely efficiency of
multicast protocol implementation. After that, the multicast campus network could be design in different
network simulator such as Cisco Packet Tracer or GNS3 (Graphical Network Simulator 3) and OPNET
Network Simulator since the eNSP software is no longer supported by Huawei. Besides, provide the
specification of the device such as PC or laptop that good in performance of processor and large RAM

in order to smoothly run the large scale network simulation.
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APPENDIX
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