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ABSTRAK 

 

Projek tajuk ini mencadangkan pendekatan yang efisien terhadap pengembangan sistem 

pengenalan teks tulisan tangan menggunakan Neural Network. Oleh kerana 

ketidakkonsistenan dalam gaya tulisan tangan, sistem pengenalan tulisan tangan yang 

canggih sering kali gagal memberikan prestasi yang memuaskan pada pelbagai jenis 

sampel tulisan tangan. Pendekatan yang tersedia untuk pengenalan tulisan tangan 

biasanya terdiri daripada pelbagai langkah yang merangkumi terutamanya 1.Pre-

pemprosesan, 2.Pengekstrakan ciri, 3.Pengelasan dan 4. Pemprosesan pasca. Objektif 

utama kajian ini adalah untuk mengembangkan sistem pengenalan watak dan nombor 

tulisan tangan yang cekap untuk watak Inggeris berdasarkan Artificial Neural Network. 

Aksara tulisan tangan mungkin mengandungi huruf besar (huruf besar dan huruf kecil) 

watak Inggeris dengan 52 kelas (26 untuk huruf besar dan 26 untuk huruf kecil) termasuk 

dalam kajian ini untuk klasifikasi. Perisian pengiraan MATLAB dengan Image 

Processing Toolbox dan Neural Network Toolbox akan digunakan untuk menyelesaikan 

masalah pengecaman watak tulisan tangan yang ditentukan dari klasifikasi. Projek ini 

berfungsi untuk mengenali semua watak (Bahasa Inggeris) yang disediakan sebagai 

gambar input. Sekiranya input imej watak diberikan kepada program yang dicadangkan, 

watak input yang diberikan dalam gambar akan dikenali. Neural Network melakukan 

pengecaman dan pengelasan watak. 
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ABSTRACT 

 

This title project uses Neural Network as a method to develop recognition systems for 

handwritten text characters. The handwriting recognition systems frequently fail or 

unable to give sufficient results on different types of handwriting due to massive 

inconsistency styles of handwriting. Handwriting recognition systems comprise of Pre-

processing, Segmentation, Feature Extraction and Classification. The main goal of this 

project is to propose a framework of text character recognition algorithm using Neural 

Network. The classification comprises 52 classes of English handwritten characters with 

26 characters for capital letters and 26 characters for small letters. The handwritten 

character recognition will be using MATLAB software with Image Processing and Neural 

Network Toolbox. This project serves to recognize all characters (English) provided as 

input image. If the character image input is given to the proposed program, the input 

character given in the image will be recognized. Neural Network does recognition and 

classification of characters. 
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CHAPTER 1 

 

INTRODUCTION 

1.1 Introduction  

This chapter will further unfold a recap of this project regarding Handwritten Text 

Character Recognition using Neural Network. This chapter will review about 

background, statement of problem, objective, scope, and project significance. The thesis 

outline is mentioned at the end of this section. 

1.2 Background 

Handwritten Character recognition is an art of detection, segmentation, and 

identification of characters of image (Mori, S. et al, 1992, pp. 1029-1058). This hand-

written character recognition enables human reading capabilities to be simulated thus the 

computer can interpret the input and work with text as human (Arica, N. & Yarman-

Vural, F.T., 2001, pp. 216-233). According to (Mohapatra, H., 2009), the identification 

of handwriting has been one of the most important and difficult groundwork areas in 

recent years in the field of image processing and pattern recognition. It makes an 

important contribution to the automation process development, and in many applications 

strengthens the interface between man and machine. The main goal of this project is to 

propose a framework of text character recognition algorithm using Neural Network. To 

put it another way, a recognition using the Artificial Neural Network (ANN) approach 

can functionally identify a type of particular character.  
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Neural computing is a comparatively new area and therefore the design 

components are barely well defined compared to other frameworks. Data Parallelism 

applies to neural computers. Neural computers operate in a manner entirely different from 

standard computer performance. Neural computers are not programmed but trained to 

provide a certain starting state of data input, either classify the input data into one of the 

class numbers or cause the original data to evolve in a way that enhances some preferable 

property. 

Recognition of characters consists of two types; online and offline. In online 

recognition, data is gathered in online character recognition during the writing process 

with the aid of a special pen on the electronic surface. Pre-written data written on a sheet 

of paper is scanned for offline recognition. Online approaches have been proven to be an 

expert on the identification of handwritten characters by their off-line counterparts, due 

to the temporal knowledge available to the former. According to (Bhattacharya, U. & 

Chaudhuri, B.B., 2008, pp. 444-457), the level of accuracy in recognition in off-line 

systems is comparably high. The handwritten characters include for classification in this 

analysis is a mix case (capital and small letters) of English characters consisting of 52 

groups (26 for capital letters and 26 for smaller letters). 

Based on Figure 1.1, recognition of characters consists of two sections; that is, 

section of training and test. The handwritten character images are scanned in both the 

training and testing section, followed by pre-processing process which includes noise 

filtering, smoothing, and normalization. Image rendering is ideal for segmentation in 

which the image is decomposed into sub-images. Meanwhile, Feature Extraction 

functions in improving identification rate and misclassification. The finishing process of 

the reconnaissance system is the simulation of the trained classifier. It produces 
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recognized representative characters by measuring equal of  standardized ASCII character 

type, which means the Test Sample Recognition Index will be used. 

 

Figure 1.1 : Generic Character Recognition Model 

Recently, electronic handwritten recognition has drawn the attention of 

researchers worldwide due to the increased use of handheld devices. Nowadays, many 

applications have included offline handwriting recognition systems, including mail 

sorting, bank processing, document reading and recognition of postal addresses. 

Consequently, the recognition of off-line handwriting continue to be an active area of 

research to explore the latest techniques that would improve recognition accuracy (Pal, 

U. et al, 2007, pp. 749-753) (Pal, U. & Chaudhuri, B.B., 2004, pp. 1887-1899). 

 

 

 

 

 

 


