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ABSTRAK 

 

 

 

Dalam laporan ini, siasatan dilakukan untuk mengenal pasti dan menganalisis 

kelakuan pemandu di jalan raya. Siasatan yang mendalam dilakukan untuk mengenal 

pasti bagaimana Kecerdasan Buatan boleh digunakan sebagai penyelesaian untuk 

mengatasi atau mengelakkan kemalangan yang disebabkan oleh kelakuan berhemat 

pemandu di jalan raya. Simulator pemandu ini digunakan untuk mencipta tingkah laku 

yang buruk. Dari senario pra-kemalangan NHTSA, 3 senario dipilih. Semua senario ini 

akan disimulasikan untuk melihat output dan kesan. Rangkaian saraf bertindak sebagai 

pengelas untuk senario. Fungsi TensorFlow yang merupakan model pengesanan objek 

API.A prototaip peranti dibangunkan untuk mengenali senario pra-kemalangan dan akan 

memberi amaran kepada pemandu untuk mengelakkan. Model TensorFlow akan dilatih 

untuk melaksanakan senario. Prototaip boleh membantu pemandu memandu dengan 

selamat. Model yang berbeza akan digunakan dalam pengesanan objek, Prestasi prototaip 

boleh diuji dengan pemandu di jalan raya. Dari pengujian keputusan dapat disimpulkan 

kinerja setiap model dan prototipe terakhir. 
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ABSTRACT 

 

 

 

An investigation is conducted in this report to identify and analyze driver behavior on 

the road. A more in-depth investigation is carried out to identify how to implement 

Artificial Intelligence as a solution to resolve or avoid collisions induced by drivers ' 

prudential actions on the road. The bad behavioral was recreated by this driver simulator. 

Three scenarios were chosen from NHTSA's pre-crash scenarios and observe the 

performance and effects after all these scenarios be simulated.  The neural network 

functions acts as a scenario classifier. TensorFlow's feature, which is object detection 

model API. A prototype unit created to recognize pre-crash scenarios and warn the driver 

to avoid them. TensorFlow models for the implementation of the scenarios to be received 

training. The model will help drivers to be alert and safely ride on the road. Different 

models will be used to detect objects design output can be evaluated on the road with 

driver. The performance of each model and the final prototype can be concluded from the 

test results. 
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INTRODUCTION 

1.1 Background 

Over the past 30 years, autonomous vehicle growth has made quick progress, 

but major challenges persist, including the ability to review that systems are safe and 

robust to perform. Nonetheless, semi-autonomous security systems can already gain from 

this progress today. A good example is the Lane Departure Assistance Systems (LDAS), 

which already has great potential on their own to improve traffic safety. Many major car 

manufacturers currently offer several types of lane keeping aid. The spectrum varies from 

pure collision avoidance systems to lane servicing systems that actively maintain the car 

in the middle of the lane. D Hoehener (2016). These are sight-based systems which use 

the vehicle's place in the lane, its heading and a limited look-forward horizon (focused on 

the capability of the sensor) to ascertain whether alert or steering input is needed. 

Techniques can be found primarily in the autonomous vehicles literature to make 

sure the vehicle continues to remain in a provided line of traffic. As they are constantly 

trying to keep the automobile in the middle of the lane, this very safety equipment is 

commonly referred to as lane support structures. One way to accomplish this objective 

would be to consider the task of getting the lane as a stabilization challenge where one 

attempts. 

Advanced driver assists systems (ADAS) also support the person who drives the 

car during the travelling. They need to increase the safety features in vehicle and 

specifically in traffic safety if it is engineered in such a secure human-machine operating 
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system. Major road accidents were caused by faulty. Advanced driver support 

technologies are automation, adaptation and improvement systems for car safety and 

driving. By reducing human error, the automatic system produced by ADAS to the 

automobile have been shown to minimize traffic fatalities. Security features are aimed at 

preventing crashes and fatalities by offering systems that warn the driver to possible 

issues, or by applying protections and assuming vehicle control to prevent injuries and 

deaths.  

Optimized functionalities can optimize lighting, include automatic braking and 

lane departure warning, minimize pedestrian crash avoidance/mitigation (PCAM), 

integrate navigation and traffic alerts, link up to gadgets, notify drivers whenever the 

potential risk is high, warning road alert system for departure, centering the vehicle on 

the lane automatically and view objects or people in the peripheral vision. The latest 

vehicles have developed hardware compatibility system such as digital stability control, 

warning given when the driver moves to another the lane marking, parking sensors and 

brake assist. Mechanical alignment adjustments can affect these systems. This kind of 

systems can be influenced by retailers to allow digital restarts for such technologies, 

ensuring the tyre aligner to meet these regulatory standards after a mechanical calibration 

is performed. 

 

1.2 Problem Statement 

 

According to MIROS, percentage of traffic accidents are occurred from human 

error are 80%.  In addition, the loss of 65,850 individuals in road crashes between 2004 


