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ABSTRACT 

 

As crime rate greatly increases over the years along with technological advances on vision 

systems, surveillance systems are being installed in almost every possible location such as 

banks, offices, and residential areas. With continuous recording of videos, humans are facing 

difficulty to monitor them manually for the detection of anomalous activity. In attention to 

this problem, the proposed work designs a semi-supervised anomaly detection technique in 

stationary backgrounds to reduce the need of human intervention in detecting anomalies. 

Segmentation, detection of objects and noise removal in foreground are the main phases of 

the proposed work. Identification of important target features such as centroid and the 

bounding box assists in object detection and localization of objects in frames. The 

performance evaluation of the simulation results based on localization error and rate of 

accuracy validated that the proposed work could deal with various anomaly activity in a 

static background scene and successfully detect anomaly without much human intervention. 
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ABSTRAK 

 

Kadar jenayah kian meningkat seiring dengan kemajuan teknologi pada sistem penglihatan, 

sistem pengawasan dipasang di hampir setiap lokasi yang mempunyai kebarangkalian 

jenayah yang tinggi seperti bank, pejabat, dan kawasan kediaman. Dengan rakaman video 

berterusan, manusia menghadapi kesukaran untuk memantau mereka secara manual untuk 

mengesan aktiviti anomali. Dalam perhatian terhadap masalah ini, kerja yang dicadangkan 

ini merangka teknik pengesanan anomali pengawasan separa dalam latar belakang pegun 

untuk mengurangkan keperluan intervensi manusia dalam mengesan anomali. Segmentasi, 

pengesanan objek dan penyingkiran hingar di latar depan adalah fasa utama kerja yang 

dicadangkan. Pengenalpastian ciri sasaran penting seperti centroid dan kotak pengikat 

membantu dalam pengesanan objek dan penyetempatan objek dalam bingkai. Penilaian 

prestasi keputusan simulasi telah membuktikan bahawa kerja yang dicadangkan dapat 

menangani berbagai aktivitas anomali dalam adegan latar belakang statik dan berjaya 

mengesan anomali tanpa banyak intervensi manusia. 
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INTRODUCTION 

1.1 Background 

Over the past decade, the rapid growth and exceptional improvements in real-time 

video analytics is evident. The detection and localization of an anomaly is the primary goal 

of video analytics in pursuit of recognizing suspicious activities and potential threats by 

means of fewer or zero human intervention. Anomaly detection using vision system is a 

prominent research area that includes the identification and classification of human activities 

into ordinary (normal), irregular (anomalous) activities. The primary task is to locate 

uncommon events in videos using a manual, semi-automatic or fully automatic recognition 

system. 

Anomaly detection systems can be generally categorized into two main groups: 

unsupervised anomaly detection which implies a fully automatic recognition system and 

supervised anomaly detection for manual or semi-automatic system. The goal of this project 

is to design and develop a semi-automatic system which involves less human intervention 

compared to manual systems where real-time monitoring by humans is required. On the other 

hand, automatic and intelligent anomaly detection systems with machine learning 

capabilities does not require human intervention in decision making. 

Anomaly detection has practical applications in many real-life scenarios. Pimentel et 

al. [1] classify these scenarios in six main domains: image and video processing, medical 

diagnostics, electronic IT security, industrial damage detection and monitoring, text mining, 

and sensor networks. This project focuses on the field of image and video processing as the 
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other domains are beyond the scope of this work. Anomaly detection is carried out in the 

context of image processing and video surveillance using data collected through vision 

systems that monitor the behavior and activities of target objects [2]. Without the lack of 

ability to automatically track and analyses in real-time, a human operator had to either 

properly monitor an abundance of footage data in real time to detect any anomalies or events, 

or the footage can only be reviewed after the occurrence of an anomalous event. 

Anomalous event detection can be done in two ways: firstly, by training the system 

with normal and anomalous events, and then utilizing prior data information to distinguish 

future events. Secondly, the dominant set property according to which the dominant behavior 

(higher occurring frequency and less attention seeking behavior) of the object is regarded as 

normal behavior while the less dominant behavior is recognized as unusual behavior or an 

anomaly. Having said that, this project focuses on the latter technique. The target for 

detecting anomalies is often linked to human behavior in most applications. However, it is 

difficult to determine what should be regarded as an anomaly when it comes to human 

behavior. This is because anomalies are subjective concepts defined by humans and varies 

according to the situation. 

Since video cameras generate image data, it is natural for an automatic video 

surveillance system to be broken down into several image processing functional blocks such 

as foreground objection, motion detection and tracking, and blob analysis. The aim of this 

project is the design of moving object detection framework around these blocks which are 

implemented using Computer Vision techniques and algorithms. In order to tackle image-

related issues such as variation of brightness or color information in images and changes in 

illumination, image processing that usually involves the segmentation of the foreground and 



14 

the extraction of features is studied. Then, target activity analysis allows preventative acts 

or alerts when a specific event is detected. 

1.2 Motivation 

Due to increased security concerns, there is now an increasing demand for automated 

monitoring systems in the span of the past decade. Technological advances and reduced costs 

have led to the accelerated deployment of both public and private surveillance cameras. The 

monitoring task is traditionally carried out by human operators to inspect video feeds from 

cameras thoroughly. It has been shown, however, that even dedicated personnel receive 

reduced visual attention after long periods of observation on monitoring. This prohibits their 

ability to detect and react to possible real-time threats [3], transforming current surveillance 

systems into mere recording devices used only for analyzing of footage after an event 

occurrence [4]. For these reasons, in the past decade, real-time event recognition and 

anomaly detection in using vision system has undeniably become an interesting research 

topic. Automatic anomaly detection algorithms can help human operators to recognize 

suspicious events or potential threats helping them to respond appropriately when necessary. 

In this context, the recognition of human activity has been widely studied in the 

literature. Most approaches in this field have definitive designation of certain events and 

their application is therefore limited to the detection of these events, usually in controlled 

scenarios. An example of event detection is the infringement of prohibited areas such as 

ATM area break-ins after working hours. Based on market research by ATMIA and reported 

in the 2017 annual global fraud and security survey, the percentage of respondents reporting 

in ATM crime increased from 42% in 2016 to 54% in 2017 [5]. More recently, the focus has 

been increased on detecting anomalies without explicit modelling. However, occurrence of 
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events of interest in video surveillance scenarios are sparse and difficult to predict making it 

very difficult to train a system to cover all possible cases of anomalous events. The 

underlying assumption that anomalous events are characterized by their low occurrence 

frequency compared to normal events is common to these techniques. 

1.3 Problem Statement 

Traditional video surveillance systems relying on human operations are unproductive 

and inefficient because the number monitoring devices exceeds the monitoring capacity of 

human operators. Anomaly detection in many vision system frameworks requires significant 

human intervention making it time consuming and not scalable to high volumes of video 

footage [6].  In general, abnormal events seldom occur in comparison with normal activities. 

As a result, humans are indeed incapable to continue to analyze the ever-increasing volume 

of security recordings and hinder the efficiency of the security system due to fatigue and lack 

of observation or concentration. Subsequently, a huge portion of video is simply stored 

without review. With the development of anomaly detection system, management of manual 

labor and storage resource is less demanding as administrators can analyze specific time 

frames of activity occurrence. 

Another challenge of the vague anomaly definition is due to the diversity of abnormal 

events which contributes to a high false positive decision making. In most constrained 

environments, abnormalities are well-defined for example the event of any movement in an 

ATM area after service hours is considered as anomaly. Regardless, anomaly objects in most 

scenarios are undefined. For example, any objects except for moving cars on a highway can 

be treated as anomaly. An algorithm for anomaly detection therefore encounters difficulties 

where it has little information to predict an event until it literally occurs. Consequently, it is 
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a very difficult to develop a good and accurate anomaly detector to detect unknown 

anomalous objects with very little information on the target of interest. 

1.4 Objectives 

The purpose of this research is to: 

1. Design and develop a supervised anomaly detection framework on static 

backgrounds using vision system based on foreground detection and classifier 

principles. 

2. Evaluate the accuracy of the proposed framework in detecting objects. 

3. Analyze the performance and reliability in detecting moving objects. 

1.5 Scope and Limitation 

This study is based on the machine vision and image processing. The anomaly 

detection algorithm is done based on rule-based approach with predefined problem domain 

rules set as classifiers. 

The proposed working system is based on interfaced program and simulation using 

MATLAB R2019a and V-REP PRO EDU V3.5.0 rev4. The system works with a 1280x720 

X/Y resolution vision sensor with 1.00e-01m and 1.10e+01m near and far clipping planes 

respectively. The performance of the proposed model is evaluated based on the localization 

error of detected objects on static backgrounds and recognize classified activities 
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In particular, the surveillance system can monitor both static and moving objects in 

the environment and is limited to the classifying between predefined normal background and 

foreground. Furthermore, the evaluation of the prototype was dependent on simulated scenes 

in the software V-REP PRO EDU V3.5.0 rev4, which could have influenced the results that 

were obtained. 

With anomalies being a rare occurrence, obtaining enough samples to explicitly 

categorize anomalous events and behavior is difficult. Another vital limitation is to develop 

a method that can automatically analyze the behavior of multiple moving objects in videos 

becomes complex especially when the objects overlaps each other. Several algorithms have 

been developed to track and distinguish individual targets and distinguish their action and 

activities in the pursuit of detecting anomaly behaviors. However, a majority of the designed 

algorithm are high in complexity and require an abundance of data thus is difficult to deliver 

successful results in a short time constraint. Another limitation entails the case when 

sometimes the vision of a camera in real life is not focused or blurred in the presence of 

smudges. Consequently, the detection of objects or foreground is hindered with no clear 

vision of subjects. 

This analysis is expected to focus on developing the ideal foreground segmentation 

and anomaly detection framework using vision system to extend the ability of semi-

automatic foreground detection within static backgrounds. Blob analysis which compasses 

the measurement, size, centroid and bounding box becomes the main parameters in this 

study. Based on these parameters, simulated scenes are used to study the system’s 

performance in detecting anomalies. 
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LITERATURE REVIEW 

There are numerous research papers about detecting anomalies using vision system. 

Anomaly detection using vision system is an active research area thus plenty of previous 

works had been done relating this area. Past works occurred in this area can be generally 

classified into two categories, supervised methods where they have a training phase and 

unsupervised methods which they don’t have such an unequivocal training phase. While 

several methods of detecting anomalies using vision system are highlighted in this chapter, 

the discussion here focuses more on pursuing supervised video event detection. This chapter 

firstly starts with an introduction followed by the description and related work of anomaly 

detection. Then, previous works and background of object segmentation methods are 

discussed. Finally, previous methods on noise removal and theoretical background of 

Mathematical Morphology is outlined before summarizing the chapter.  

2.1 Anomaly Detection 

Anomaly detection is described in [7] as the assignment of discovering substances in 

a framework that don't fit into a normal example. The term is often used as a synonym for 

novelty or outlier detection. As Pimentel et al. points out in [1], the term comes from 

different application regions, and for each of them there is no collaboratively accepted 

definition. In this problem class, the positive class is called "normal" while the negative class 

is designated as "anomaly". 
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There is extensive research in computer vision and multimedia analyzing object 

behaviors and movements from videos. A variety of framework for anomaly detection are 

available including frameworks that requires no human intervention. Different researchers 

applied different methods and techniques to suit different applications or events. Most of the 

work has focused on extracting useful information including behavior patterns and situations 

for surveillance analysis through activity recognition and abnormal behavior detection. 

Some methods focus on the classification of the most common behavior patterns in each 

scene such as linear and radial patterns. 

In a visual system, a normal example or pattern recognition is utilized to decrease 

and sum up the information data before sorting and classifying the information into normal 

or abnormal data [7]. To find defects in normal, rehashing and uniform movement of objects, 

an algorithm for the calculation of the anomaly detection can be implemented. A simple 

method in solving anomaly detection in vision system is by utilizing high speed cameras and 

high specifications video capturing hardware which are used in most modern visual based 

systems to capture frame data and then analyzing them. As stated in [7] this strategy requires 

costly equipment as well as a broad measure of handling power. 
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Figure 2.1 Flowchart of anomaly detection in videos [6]. 

2.1.1 Anomaly Detection Techniques 

Unsupervised detection of anomalies refers to the scenario in which there are not 

enough labels of anomalous samples to precisely categorize an anomalous event class while 

Supervised anomaly detection refers to the setting where anomalous samples are labelled 

into known classes [6]. Most of the previous research into anomaly detection focuses on the 

understanding of behavior through manual system training. Inspired by cognitive science, 

previous work by Dee and Hogg [1] has demonstrated that by implementing a rule-based 

approach, unusual trajectories can also be identified which scales the extent of the behaviors 

a given target could be considered as goal-directed behavior. 

A supervised learning framework that utilized the novel incremental one-class 

learning algorithm as key-component for modelling the distribution of normal motion 

trajectories occurring in a scene was proposed in [8] where the approval of an administrator 

is required before any behavior pattern that appears novel with respect to the model is 

incorporated. This algorithm is described by the control points of cubic spline curves and 
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trained on the trajectories of motion which allows the gradual building of normal behavior 

model as new examples are added. Moreover, the authors in [8] suggests that for filtering 

the data needed to create a useful model of normal behavior, only a very low cost in terms 

of manual classification effort is necessary. This novel supervised or can be considered as 

semi-supervised learning framework incorporated to any existing anomaly detection 

algorithm capable of accumulative unsupervised learning. 
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Hu et al. suggested an approach in [9] where common trajectories are patterned with 

a more complex multi-levelled grouping technique. Even so, past techniques are commonly 

constrained to inadequate groups or are intended for offline or non-real-time 

implementations [10] thus leaning to the approach of utilizing online techniques to determine 

and track the trajectory-level behaviors of target objects with the combination of Bayesian 

learning to non-linear motion of models. The trajectory of each targets in a given a video 

footage is acquired using real-time tracking methods that can distinguish between activities 

of each target objects and the obstacles. Bayesian inference technique is then implied to 

calculate the trajectory behavior feature for each agent namely for the detection of anomaly 

in terms of object motion and behaviors. This approach does not involve offline training and 

can be used for interactive monitoring regardless of being indoors or outdoors. 

Event occurrence in a video always spans numerous counts of frames thus handling 

video processing frame by frame in video event detection is insignificant [11]. A method 

had been proposed in [12] to utilize the “hard-to-describe” but “easy-to-verify” aspect of 

anomaly events without having to create explicit models of normal events. This “hard-to-

describe” but “easy-to-verify” property of anomaly events suggests an intuitive two-step 

solution for their detection. With this method, each event occurrence can be compared with 

all other events being observed to determine how many similar events exist. When many 

similar events occurring in a large data set, the event can be decided as normal. An irregular 

event is considered if there are no occurrence of similar events: although the event is 

unknown, it is different from the others. Thus, detecting anomalies in a large data set does 

not require modeling normal events, but rather the ability to differentiate between the 

occurrence of events and measure their similarity. 
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To summarize, there are various reliable sophisticated methods available for the 

detection of anomaly activity. Most of them combines machine learning capabilities such as 

Bayesian learning method with image processing techniques resulting in advanced anomaly 

detection algorithm. However, these methods are high in complexity thus demanding higher 

computational cost that may cause delays in time-constrained projects. That being said, most 

of the supervised anomaly detection techniques implements manual training or labelling of 

samples are better suited considering the limitations present. 

2.2 Object Segmentation 

In accordance with the approach to detect anomaly using vision system, it is 

necessary to employ a method for object detection. Object segmentation is the first stage of 

object recognition, where the anomaly objects are segmented from the background image. 

Image segmentation can be described more precisely as the process of labeling each pixel in 

an image so that pixels with the same label share certain features.  

The process of object segmentation is done frame by frame in the video sequence to 

extract the target object [13]. The object segmentation can be categorized into two types of 

segmentation depending on the mobility of cameras or setup of hardware which are the static 

segmentation and mobile segmentation as represented in Figure 2. This paper focuses on 

approaches to detect anomaly using static vision systems thus static camera segmentation 

applied. 
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Figure 2.2 Division of object segmentation categories [13]. 

For segmentation in stationary camera scenes, the camera is in a fixed specific 

position and angle. Naturally, a background model is built in advance since the background 

never moves or changes. This allows the segmentation of foreground from the image of the 

background model. Therefore, the point of view or frame of reference of the background 

scene and object are fixed. 

2.2.1 Background Subtraction 

Due to it being simple and effective, background subtraction [12,13,14] are the most 

prevalent technique for stationary camera video segmentation. In this method, the image of 

a stationary background model is originally established without any foreground object. Then, 

to obtain the foreground objects, the present image in the video sequence being analyzed is 

then removed from the background image. 
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Previous work [17] applied frame differencing method. Frame differencing is the 

simplest form of background subtraction. This is done by comparing the pixels values from 

current frame with the previous image set as the background [17]. This method depends 

heavily on predefined threshold value which determines whether a particular pixel is 

foreground or background.  

The advantage of this method is its highly adaptive background model and less 

computational load. In fact, the background model is based on the previously stored frame 

thus it can adapt to changes in the background at 1/fps (one frame period) [18]. However, if 

the objects remain motionless for more than one frame period, it will be considered as part 

of the background. Besides that, objects that are moving consistently are likely to be detected 

as background. 

However, this background subtraction method has a high sensitivity towards unstable 

shifting illuminations. In order to handle this issue especially on dynamic or waving 

backgrounds, a method was implied in [15]. The method studies about sequential changes in 

the background of the scene in terms of the image vector distribution. Occasionally, in 

consequence of its simplicity and efficiency some pixels tend to be incorrectly classified. 

2.2.2 Gaussian Mixture Model (GMM) 

Previous work had proposed several other methods with higher complexity in terms 

of background modelling from an accumulated batch of background images. This approach 

is developed to a high degree of complexity making it the most sophisticated technique used 

for background subtraction [9,10,14]. A single Gaussian likewise a mixture of Gaussians can 

be used to create the model of the background to accommodate different background 

scenarios making it adaptable to multi-modal environments. Generally, GMM is learned by 
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an iterative method called the expectation-maximization (EM) algorithm. This method 

determines the maximal probability or maximum a posteriori (MAP) estimates of parameters 

in statistical unobserved latent variable dependent models. 

A particular pixel with higher probability of a pixel value in GMM is more likely to 

be designated to the background [13]. The probability considering a current pixel value  

𝑋𝑡 is equated in [6] as follows: 

𝑷(𝑿𝒕) = ∑ 𝒘𝒌,𝒕 ∗ 𝜼(𝑿𝒕

𝒌

𝒌=𝟏

, 𝝁𝒌,𝒕, ∑𝒌,𝒕) 

(2.1) 

where 𝑤𝑘,𝑡 is the weight or relative importance of the 𝑘th Gaussian distribution with mean 

𝜇𝑘,𝑡 and covariance ∑𝑘,𝑡. 

Therefore, a pixel of the image is classified to be part of the foreground object for 

the image sequence if the probability of the pixel value is lower than the predetermined 

threshold. The top B modes are marked as background modes, and B is derived in [6] as: 

𝑩 = 𝒂𝒓𝒈𝒎𝒊𝒏𝒃 (∑ 𝒘𝒌

𝒃

𝒌=𝟏

> 𝑻) 

(2.2) 

where T is a measure of the minimum portion of the data that should be accounted for by the 

background. 

The GMMs are constructed in [17] across a variety of colors and textures. The k-

means clustering algorithm was applied by Permuter et al. in [17] to reduce the high 

calculation of the EM algorithm. While the probability value achieved by this is slightly 

lower than that achieved by the EM algorithm, the difference in performance is insignificant 

with the same amount of data involved in the background model training. 
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Sometimes the dimensions of the features need to be lessened to avoid the frequently 

encountered problems of singular covariance when training data is insufficient. In [18] the 

Gauss mixture vector quantization (GMVQ) classifier was developed to reduce this problem 

when the coefficients of a linear image transformation are feature vector elements. The Lloyd 

algorithm is implied to train the (GMVQ)-based classifier by repeatedly appointing each 

training vector to the Gauss mixture component, minimizing the QDA distortion follow by 

the updating of the Gaussian mixture parameters. 

In short, GMM is very fast and scales well to large amounts of data plus it can be 

altered effectively to outline a more complex background. Although the high computation 

costs associated with EM training impose a tradeoff, no tuning of any hyper-parameters are 

needed, only the threshold. However, the viewpoint of the object and the background are 

fixed and illumination changes are neglected. Thus, background subtraction is adequate due 

to its simplicity and efficiency.  

2.2.3 Statistical Model 

In addition to GMM, methods are also proposed for more sophisticated background 

modelling. One common method is to create the background model as a statistical model 

that includes changes in intensity and chromaticity for each pixel [20].  

In [21] the modeling of each pixel depends on parameters like brightness distortion, 

chromaticity distortion, brightness distortion variation and chromaticity distortion variation. 

Each pixel in the current image can be categorized into either the original background, the 

highlighted background, the moving foreground or the shadow based on the brightness and 

chromaticity distortion thresholds. 
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To be precise, if brightness and distortion of chromaticity are small, it is classified as 

the background pixels while if the chromaticity distortion is small but has less brightness it 

is considered as the shadow pixels. Meanwhile. if it possesses a high chromaticity distortion 

it is categorized as the foreground pixels. 

In general, the statistical models are more efficient in the construction of the 

background model compared to GMM and can be used to segment shadows on top of the 

foreground objects. However, the complexity of obtaining the parameter values is a major 

drawback when considering the time-constraint and equipment limitations. 

2.3 Noise Removal 

This process of image enhancement can be done in the spatial domain or in the 

frequency domain. Low pass, high pass, band pass and clamp filters are designed to eliminate 

noise from the image or improve the image quality. If the filter or kernel size is small, 

filtering in the space domain can be carried out more effectively. If the size of the kernel or 

convolution mask is large, the space domain is time-consuming. In such a case, filtering in 

the frequency domain will be more effective. Since the convolution multiplies here, even 

with large kernel sizes the processing would be more efficient.  

In some applications, the detection of the shape and structure of an image or a pattern 

within an image is needed. Morphological algorithms are more relevant for this type of 

image analysis. By means of dilation and erosion processes, a particular shape can be 

extracted and analysed. The specific pattern size can be enlarged by dilation process and 

compressed by erosion. Morphological filtering would be achieved by combining both 

dilation and erosion processes. The input image can be smoothed together with the noise 

removal by opening and closing operations. Other morphological algorithm applications 
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include edge detection, feature detection, image segmentation, and object counting. Unlike 

spatial filtering using convolution masks, these operations are not linear. 

2.3.1 Mathematical Morphology 

Mathematical Morphology is defined by the authors in [22] as a theory and technique 

for the analysis and processing of image geometric structures which depends on set theory, 

lattice theory, topology, and random functions. Four basic operations applied are Erosion, 

Dilation, Opening and Closing. Operations in morphological image processing operates 

upon these fundamentals. 

The basic idea in binary morphology is to test an image with a simple, predefined 

form and draw conclusions about how this form fits or misses the image. This simple 

controlling "sample" referred to as a structuring element is a binary image that albeit the 

existing of eight adjacent pixels version, it usually consists of four adjacent pixels. Figure 3 

below shows both types of structuring element. 

 

Figure 2.3 Models of structuring element [22]. 
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They can be used for tasks such as extraction of features, noise filtering in an image, 

segmentation of images i.e. separating foreground objects from a background image and 

texture analysis operations [3]. 

2.3.1.1 Erosion 

Erosion is a process in which the structuring element is placed on the image input 

and the center pixel is replaced by 1 if each pixel in a structuring element corresponds to 

each pixel in the image area. Objects present in a binary image is compressed and shrank in 

this operation. The limit of shrinking the object depends on the structuring element as a 

controller.  If this process is repeated twice or three times, the area with an interesting pattern 

size is further reduced. Mathematically, where 𝑨−𝒃 denotes the translation of 𝐴 by −𝑏 

erosion is defined in [22] as: 

𝑨 ⊖ 𝑩 = ⋂ 𝑨−𝒃

𝒃∈𝑩

 (2.3) 

This shows that the erosion of image 𝑨 by the structuring element 𝑩 is the set of all 

structuring element locations that are not overlapping with the background of 𝑨. An example 

of erosion operation using the structural element 𝑯 is shown in figure 4 below. 
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Figure 2.4 Erosion operation. (a) Original pixels, (b) Yellow pixels will be 

eliminated, (c) Resultant pixels [22]. 

2.3.1.2 Dilation 

Dilation is a process where the structuring element is placed on the input image and 

the centre pixel is replaced by 1 if at least one pixel matches the structuring element. If 

dilation in all directions or horizontally and/or vertically is required, the structuring elements 

are appropriately selected. The size and design of the structuring element play an important 

role in the process of dilation. Objects of interest in a binary image are expanded through 

this operation. The size and shape of the structuring controller is vital as it becomes the 

boundary of the enlargement process. The dilation of image A by the structuring element B 

is defined in [22]; 

𝑨⨁𝑩 = ⋃ 𝑨𝒃

𝒃∈𝑩

 (2.4) 

Thereby, the dilation of image 𝑨 with the structuring element 𝑩 is the set of all 

structuring element locations where the symmetry of 𝑩 covers at least a fragment of image 

𝑨. An example of dilation operation using the structural element 𝑯 is shown in figure 5 

below. 
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Figure 2.5 Operation of dilation. (a) Original pixels, (b) Green pixels will 

develop and merge, (c) Resultant pixels [22]. 

2.3.1.3 Opening 

Morphological opening is the Union of all possible structuring element 𝑩 locations 

where 𝑩 fits completely within 𝑨. The mathematical representation for morphological 

opening operation is given by; 

𝑨 ∘ 𝑩 = (𝑨 ⊝ 𝑩) ⊕ 𝑩 (2.5) 

This operation is simply the erosion of 𝑨 by a structuring element 𝑩 followed by an 

output dilation by the same structuring element as depicted in figure 6 below. 
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Figure 2.6 Example of morphological opening operation with a 20-pixel 

square as structuring element [9]. 

2.3.1.4 Closing 

Morphological closing process is a process where in total, the union of all possible 

locations of structuring element 𝑩, where 𝑩 fits completely outside 𝑨, is complementary and 

can be represented mathematically as follows: 

𝑨 ∘ 𝑩 = (𝑨 ⊕ 𝑩) ⊝ 𝑩 (2.6) 

This operation is simply the dilation of 𝑨 by a structuring element 𝑩 followed by the 

erosion of the output by a similar structuring element. An example is shown in Figure 7 

below. 
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Figure 2.7 Example of morphological closing operation controlled by a 20-

pixel square structuring element [9]. 

2.4 Summary 

Conclusively, even with its high sensitivity, a simple background subtraction method 

is preferred compared to the more sophisticated GMM with its higher computation costs. 

Besides that, GMM can also be altered effectively to outline a more complex background 

plus only tuning of the threshold is enough to model backgrounds well. For noise removal, 

Mathematical Morphology is more relevant for the detection of the shape and structure of an 

image within an image which is one of the purposes of this work. 
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METHODOLOGY 

3.1 Introduction  

The development of anomaly detection systems is envisioned to make the monitoring 

system intelligent and smarter. The main objective is to detect and recognize suspicious or 

abnormal activities in videos and trigger warning every time any kind of anomaly occurs. 

This anomaly detection program simply compares the input background frame with the 

current frame. 

The proposed work can recognize single or multiple activities in a single video. 

Background subtraction and Mathematical Morphology is applied in background modelling 

and foreground detection. In an event that any odd action happens, the system labels each 

detected anomaly and alerts users. 

This chapter will discuss on the proposed methodology of this work. Detailed 

procedures of background subtraction in order to distinguish between background and 

foreground for object detection are described. In addition, the classifier principle which in 

this case is the predefined if-then rule based classifier for anomaly recognition will be 

explained in this chapter. 
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3.2 Methodology Flowchart  

The flowchart below illustrates the flow of proposed anomaly detection framework 

which can be divided into three main components: pre-processing stage, feature extraction 

stage and recognition stage. 

 

Figure 3.1 Flowchart of the proposed framework 
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3.3 Pre-processing Stage  

The pre-processing stage consists of the extraction of input frames, modelling of 

background, detection of object and filtering of noise.  

Initially, input video data is extracted, and the video is converted into frames. Next, 

background modelling or background subtraction is accomplished by frame differencing as 

described in [17]. Then blob analysis is performed for the detection of foreground together 

with noise removal or smoothing which is accomplished via Morphological Opening 

method. 

3.3.1 Foreground Detection by Frame Differencing 

Foreground detection is achieved using frame differencing on consecutive frames in 

the image acquisition loop, which identifies difference in pixel values - usually from moving 

objects - from a background frame. In this case, the background frame is the captured frame 

at the start of the simulation where simulation time, 𝑡 = 0. In the proposed method, the frame 

of the background image is first extracted. Then, consecutive frames are extracted at one 

frame per second. 

The method applied basically employs the image subtraction operator. Background 

frame and current frame are taken as input and the image subtraction operator basically 

subtracts their pixel values producing a third image output from the resultant pixels. The 

output image which is the resultant pixel difference will be compared with a threshold value. 

This technique depends heavily on the defined threshold value. Threshold is a value 

to determine whether the given pixel is foreground or background. If the absolute difference 
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between the two frames is greater than the threshold, the pixel will be assumed as part of the 

foreground as in (3.1). Otherwise, it is considered as background pixel.  

|𝒇𝒓𝒂𝒎𝒆𝒕 − 𝒇𝒓𝒂𝒎𝒆𝒕=𝟎| > 𝑻 (3.1) 

Several key challenges are faced in developing a good foreground detection 

algorithm. First, it must be robust against changes in illumination. Second, it should avoid 

detecting other background objects such as moving leaves, rain, snow, and shadows cast by 

moving objects. At this point, one remaining issue is that the output image from the 

differenced frames are likely to be noisy hence some form of smoothing is therefore needed 

to overcome localization error and remove noise leaving behind our object of interest. In 

order to develop a high-performance anomaly detection algorithm, the image obtained is 

preprocessed to eliminate unwanted disturbances. This includes application of a thresh-

holding operation and Mathematical Morphology operations. 

3.3.2 Noise Removal using MM 

To eliminate unwanted disturbances, the filtered images are preprocessed to avoid 

detecting non-stationary background objects such as shadows from moving objects. Noise 

removal and smoothing of image is done by Mathematical Morphology (MM) method. By 

performing the morphological opening operation, the smoothed image minimizes 

inaccuracies of object detection in the background 

Boolean algebraic operation is applied to the mapping of selected regions in a digital 

image. Groups of neighboring grid centers (pixels) are viewed as sets, and Boolean algebra 

is applied to them. To apply such methods the digital image is converted into binary image 

where the points of interest sections are labelled as one and the rest labelled as zero. 
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Referring to (2.5), morphological opening operation is performed and controlled 

using a square shaped 3-pixel flat morphological structuring element. A flat structuring 

element is a binary valued neighborhood, either in 2-D or multidimensional. This structuring 

element is represented as an object called “strel” in MATLAB which is an essential part of 

morphological dilation and erosion operations. The strel function which is applicable to both 

binary and greyscale images creates a square structuring element whose width can be defined 

in pixels.  

The morphological open operation here is done by performing an erosion followed 

by a dilation of the output. The same structuring element is used for both operations. The 

true pixels of the structuring element are included in the morphological computation and 

applied to (2.3) and (2.4) while the false pixels are excluded. The pixel of the image being 

processed is identified by the origin or the center pixel of the structuring element. 

3.3.3 Experimental Setup 

To execute the experiments, a scene is created for anomalous activity detection by 

using V-REP PRO EDU V3.5.0 rev4 software. By assuming that the lighting and 

illumination of a given area of scene is consistent and considered constant, the images are 

captured by a stationary vision sensor with a 1280x720 X/Y resolution with 1.00e-01m and 

1.10e+01m near and far clipping planes respectively. Objects and motion are generated in 

the software with programmed movements in a manner which they will avoid much 

overlapping since this may affect the experimental results. Table 3.2 below shows the 

experimental procedures of creating the activity scene. 
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Table 3.1: Procedure to create dataset. 

Step Procedure 

1 Static background scene is produced. 

2 The background image is captured and stored. 

3 Stationary foreground object is added to the scene. 

4 The current frame of the updated scene is captured. 

5 Steps 1-4 are repeated replacing the foreground with a moving object. 

6 Stop. 

The experiments are done on a system configuration with an AMD Ryzen 5 1600 

processor and 16GBs of RAM. The program code is run and simulated in MATLAB R2019a 

with in synchronous mode with V-REP PRO EDU V3.5.0 rev4. The procedure for video 

pre-processing stage is listed in Table 3.3 below. 

Table 3.2: Experimental procedure for video pre-processing. 

Step Procedure 

1 The current image frame is extracted. 

2 Background subtraction is performed by differencing background 

frame and current frame. 

3 The resultant image is converted to grayscale. 

4 Foreground is filtered using MM. 

5 Clean foreground is obtained and displayed. 

6 Steps 1-5 are repeated for the rest of the captured frames. 

7 Stop. 



41 

3.4 Feature Extraction Stage 

The extraction of features is a very important step in any anomaly recognition 

techniques for the accurate localization of various activities. This is because connected 

components of objects such as pixel size or intensity can be extracted and compared to 

differentiate between objects of interests. After pre-processing, multiple features are 

extracted from the consecutive frames. Parameters such as measurement, size, centroid and 

bounding box are considered as the main features for classifying normal and anomalous 

activities. Once image properties and features of objects are extracted, objects with 

connected regions of properties are tracked. Practically, tracking of those quantities that are 

likely to provide strong indicators of anomalous events are requisite for anomaly detection. 

Another considered feature is the centroid or the center of gravity. The shape centroid 

is the arithmetic mean or the average of all points in the shape. Simply put, regarding image 

processing and computer vision, the centroid is the weighted average of all pixels in the 

shape. Consider a shape consisting of 𝑛 distinct points 𝑥1 … 𝑥𝑛 and 𝑦1 … 𝑦𝑛, then the centroid 

in 𝑥-direction, 𝑥𝑐 and in 𝑦-direction, 𝑦𝑐 is denoted in (3.1) and (3.2) respectively. 𝑛 is the 

number of pixels in the blob and 𝑥𝑖 are the 𝑥 coordinates of the 𝑛 pixels whereas 𝑦𝑖 are the 

𝑦 coordinates of the 𝑛 pixels. The centroid is then plotted over the detected object or blob 

indicating their corresponding pixel location. 

𝒙𝒄 =
𝟏

𝒏
∑ 𝒙𝒊

𝒏

𝒊=𝟏

 
(3.2) 

𝒚𝒄 =
𝟏

𝒏
∑ 𝒚𝒊

𝒏

𝒊=𝟏

 
(3.3) 

Additionally, a blob's bounding box is calculated. The blob's boundary is the 

minimum space in the rectangle containing the blob. It can be defined by running through 
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all pixels that belong to a blob and finding the minimum and maximum 𝑥 and 𝑦 values of 

the four pixels. Once all four values have been obtained, the bounding box width is given as 

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛 and the height as 𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛. The calculated bounding box is considered as 

Region of Interest (ROI).  

On top of that, the height of the object is also measured from the bounding box to get 

a special calibration factor. The height of the object in real world units is compared to the 

computed height from the bounding box in terms of pixel values. The calibration factor is 

used for the conversion of pixels to unit length and is computed by; 

𝑪𝒂𝒍𝒊𝒃𝒓𝒂𝒕𝒊𝒐𝒏 𝑭𝒂𝒄𝒕𝒐𝒓 =  
𝑼𝒏𝒊𝒕 𝒉𝒆𝒊𝒈𝒉𝒕 (𝒄𝒎)

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒑𝒊𝒙𝒆𝒍𝒔 (𝒑𝒊𝒙𝒆𝒍𝒔)
 

(3.4) 

Conversion from pixels to unit length in vertical and horizontal directions is accomplished 

by multiplying the number of pixels with the calibration factor in that direction [27]. 

3.4.1 Experimental Setup 

The program code is run and simulated in MATLAB R2019a on a system 

configuration with an AMD Ryzen 5 1600 processor and 16GBs of RAM. The procedure for 

feature extraction stage is as listed in Table 3.4. 

Table 3.3: Experimental procedure for feature extraction. 

Step Procedure 

1 Image region properties is measured. 

2 Properties of connected region of the filtered image is computed. 

3 Centroid is plot over the filtered image. 

4 Detected objects are highlighted with red rectangle. 
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Step Procedure 

5 The rest of the image frames are processed. 

6 Stop. 

3.5 Recognition Stage 

In the proposed method, a rule-based classification was used to recognize and 

categorize activities as normal or anomalous. At this stage, activity classification is based on 

pre-defined set of rules. Any kind of training samples either labelled or unlabeled samples 

are not needed for this method. Meanwhile, some external knowledge or rules of the region 

of interest are needed to create a model. The biggest limitation of this approach is that it 

relies heavily on the predefined set of rules by the user.  

In this method, a set of rules or pre-determined threshold is defined initially. It 

includes if-then rules for the decision making on whether the recognized activity is abnormal. 

This work focuses on anomaly detection within static confined backgrounds thus any 

difference in current frame compared to the background frame is recognized as an anomalous 

activity. A warning message is triggered to alert users in the presence of an activity and the 

detected anomaly activity is bounded by a red colored bounding box.  

In order to test the result of the anomaly detection framework, data of multiple 

activity occurrences is required thus simulation of different types of scenes and activity is 

done in V-REP software. Several scenes of moving and static objects in the software is used 

to simulate the scene and activities. The reliability of the approach is then tested based on 

localization error. The accuracy to estimate positions of detected objects is measured by 
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comparing the exact locations of objects in real world units with the obtained locations in 

the program. 

3.5.1 Experimental Setup    

Table 3.5 lists the procedure for testing of the recognition stage. The program code 

is run and simulated in MATLAB R2019a on a system configuration with an AMD Ryzen 5 

1600 processor and 16GBs of RAM. 

Table 3.4: Experimental procedure for feature extraction. 

Step Procedure 

1 Number of objects bounded by bounding box is counted. 

2 If number of objects is more than or equal to one, “Anomaly 

Detected” message is displayed. Else “Normal” message is displayed. 

3 The video is processed until the end. 

4 Stop. 

3.6 Summary 

As a summary, methodology of the proposed work can be divided into three key 

stages: pre-processing stage, feature extraction stage and recognition stage. Starting with the 

pre-processing stage, objects are detected via frame differencing and noise removal is done 

by using mathematical morphology. Next, different features such as centroid and dimensions 

of the objects are analyzed and extracted during the feature extraction stage. Finally, rule-

based classification approach is implemented during the recognition stage to recognize an 

anomaly thus triggering an alert. 
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RESULTS AND DISCUSSIONS 

4.1 Introduction 

This chapter discusses all achieved results together with the analysis from the 

experiments and techniques done on the anomaly detection framework. Different types of 

graphs and diagrams are used to distinguish the results obtained for each experiment. Each 

of these results are interpreted and represented with precise values and appropriate 

comparison. 

4.2 Anomaly Detection 

This subsection represents the experimentations done to validate the anomaly 

detection framework. Three different scenes were simulated in V-REP Pro Edu and the 

program is tested via synchronous simulation with MATLAB R2019a. The scenes are then 

captured using a vision sensor with a resolution of 1280 x 720 pixels. The first experiment 

is done with only one moving object before adding another moving object and testing the 

program with a stationary object added to the scene. 

The results obtained are for the clean segmentation of foreground, detection of 

objects and correct alert triggers. Similar structuring element which is a square structuring 

element with width of 3 pixels is used in all the experiments. Figure 4.1 and Figure 4.2 shows 

the results achieved for detecting anomalies of single and multiple activities respectively. 
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Figure 4.1 Result showing the anomaly detected within a single activity. 

 

Figure 4.2 Result showing the anomaly detected within multiple activities. 

The top left panel is the captured background frame of the scene where simulation 

time,t is 0. The background is static with minimum illumination changes. The top right panel 

is the next frame of the scene captured at t=1. The blue boxes in the scene are moved at a 

constant velocity of 0.3 m/s. Consecutive frames of captured at 1 frame per second. The 
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bottom left panel is the filtered foreground or clean foreground obtained after performing 

noise removal by Morphological Opening Method. Unwanted noise or small objects are 

removed leaving only objects of interest. Finally, the detected object is shown in the bottom 

right panel where it is bounded with a red rectangle box and the centroid is plot. Thus, when 

the number of detected objects is equal to or more than 1, the alert is triggered warning the 

user of the occurring anomalies. 

 

 

Figure 4.3 Result showing the stationary object is detected as anomaly. 

Figure 4.3 above shows even with multiple activities occurring, the system is able to 

detect occurring anomalies as long as there is difference in pixel intensity. However, if pixels 

of similar intensity values overlap with each other, it will affect its accuracy in detecting 

objects as shown below. 
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Figure 4.4 Result obtained when objects with similar pixel intensity 

overlaps. 

 

In Figure 4.4, the blue boxes are moved at a slower speed of 0.1m/s. Therefore, at 

the first frame where t=1, one of the boxes had only moved a bit. This causes the change of 

pixel values for only a part of the box thus the output detects a false positive (FP) and false 

negative (FN) anomaly. The occurrence of FP and FN affects and reduces the accuracy of 

the model. This shows that the system is sensitive to illumination changes. Nevertheless, 

based on previous results, the proposed method is proved capable of detecting foreground 

objects and anomalies considering the project’s scope and limitations. 

4.3 Accuracy of the Approach 

The experiment is done to measure the accuracy of the proposed framework. To 

measure the accuracy of the approach, the obtained foreground of the current frame is 

compared to the filtered foreground after performing noise removal. The accuracy of the 

model is determined by the ratio of correctly recognized anomaly over the total occurrence 
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of activity or in terms of false positive (FP), false negative (FN), true positive (TP) and true 

negative (TN) as denoted in (4.1).  

% 𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
(𝑻𝑵 + 𝑻𝑷)

(𝑻𝑵 + 𝑻𝑷) + (𝑭𝑵 + 𝑭𝑷)
 ×  𝟏𝟎𝟎 

(4.1) 

 

Here, true positives (TP) refer to the positive objects or anomalies that were correctly 

labeled by the classifier while true negatives (TN) are the negative anomalies that were 

correctly labeled by the classifier. False positives (FP) are the negative anomalies that were 

incorrectly labeled as positive and False negatives (FN) are the positive anomalies that were 

mislabeled as negative. The tests were simulated in MATLAB for three different type of 

scenes produced in VREP. Results for the experiments 1,2 and 3 are shown in Figure 4.5, 

Figure 4.6 and Figure 4.7 respectively. 

 

Figure 4.5 Foregrounds obtained before and after noise removal for a single 

moving anomaly. 

The left panel is the foreground obtained for the current frame before performing 

noise removal and the right panel is the filtered foreground after noise removal is done. All 

the tests were done using the same square shaped 3-pixel flat morphological structuring 

element for the noise removal using Morphological Opening Method. Table 4.1, Table 4.2 

and Table 4.3 shows the number of TP, TN, FP and FN obtained for each test. 
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Table 4.1: Results for test 1. 

Test 1 TP TN FP FN 

Before 

 

1 0 2 0 

After 

 

1 0 0 0 

 

 

Figure 4.6 Foregrounds obtained of test 2 before and after noise removal for 

a multiple moving anomaly. 

Table 4.2: Results for test 2. 

Test 2 TP TN FP FN 

Before 

 

2 0 2 0 

After 

 

2 0 0 0 
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Figure 4.7 Foregrounds obtained of test 3 before and after noise removal for 

both static and moving anomalies. 

Table 4.3: Results for test 3. 

Test 3 TP TN FP FN 

Before 

 

3 0 3 0 

After 

 

3 0 0 0 

 

Table 4.4: Accuracy of the approach. 

Test %Accuracy Before %Accuracy After %Accuracy Increase 

1 

 

33.33 100 66.67 

2 

 

40 100 60 

3 50 75 25 

Table 4.4 shows the measured accuracy of the approach before and after performing 

noise removal using Morphological Opening method and the percentage of increase in 

accuracy. The accuracy of the approach significantly increases by performing noise removal 

for a clean segmentation of the foreground. The execution of Morphological Opening 

removes unwanted blobs to distinguish detected objects leaving only objects of interest in 

the obtained clean foreground.  
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4.4 Reliability of the Approach 

The reliability of the system is evaluated based on the act of localization. Localization 

is the estimation of the true location of an object in space and is characterized by a certain 

amount of inherent uncertainty and operational bias that results in estimation errors. 

This part represents the significance of parameters such as the motion velocity and 

their effects on the system. This is because parameters play a significant role in affecting the 

performance of the algorithm for various problems. The results of the parameter tuning are 

then compared thoroughly. 

4.4.1 Velocity 

To study the performance of the system, the velocity of the moving object is tuned 

and the output is evaluated based on the localization error. To validate that, experimentation 

was done with the object’s pixel intensity, shape and size set to be constant. All values are 

obtained at the third frame and illumination changes are neglected. 
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Figure 4.8 Ouput result when velocity = 0.1m/s. 

 

Figure 4.9 Ouput result when velocity = 0.9m/s. 

Nine different values were tested and the results on the effect of object velocity is 

shown in Figure 4.4. Error values are measured by comparing the location obtained in 

MATLAB to the real-world location of the object in V-REP. To get the location in 

MATLAB, conversion from pixels to unit length in vertical and horizontal directions is 

accomplished by multiplying the number of pixels with the calibration factor as described in 

(3.3) in that direction. 
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Figure 4.10 Results of object velocity against error. 

From these results, it is evident that values of error will become larger as velocity of 

the object gets faster. However, the program is still able to detect objects and extract features 

correctly. This indicates that it can detect and track fast motions effectively with object 

velocity having less effect on the accuracy of the proposed work.  
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CONCLUSION AND RECOMMENDATIONS  

5.1 Conclusion 

In this paper, the focus is on the problem of the development of anomalous activity 

detection framework. The proposed work includes segmentation of foreground, detection of 

objects, extraction of features and recognition of predominant behavior. The segmentation 

of foreground and detection of moving object achieved by frame differencing and 

Mathematical Morphology. Blob analysis is done to extract different features like centroid 

and bounding box for each object. The connected components of detected foreground objects 

such as object size in pixels are compared to differentiate between objects of interest. 

Detection of anomaly is achieved by applying if-then rule-based approach which contributes 

to determining dominant and less dominant behavior. The approach is proved reliable and 

tested based on localization error by tuning object velocity while the accuracy of the model 

is based on rate of false positive and false negative occurrences by the program. 

As a conclusion, the development of anomaly detection framework using vision 

system is completed in this project. From the results, it is evident that the approach proved 

reliable to handle one or more stationary and moving objects on a stationary background. 

Besides that, the system is capable of detecting fast motions without much localization error. 

However, the proposed framework is proved sensitive to pixel intensity and illumination 

changes and the synchronization between MATLAB and V-REP are slow.  
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5.2 Future Works 

Future improvisation may include the implementation of adaptive thresholding for a 

more accurate adaptive background modeling. On top of that, the proposed work can be 

improved for the application on dynamic backgrounds and live video streams. Another 

consideration is the adaptation of machine learning for the detection and tracking of multiple 

overlapping objects and abnormal behavior analysis. 
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APPENDICES 

APPENDIX A GANTT CHART 

Project Activities of 

FYP 2 

Week 

W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11 W12 W13 W14 

Meeting with supervisor                             

Further improvise data                             

Recording raw trials 

data 

                            

Preparing raw trials data                             

Data collection                             

Data analysis                             

Final report preparation                             

Presentation of FYP 2                             

Submission of report                              
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