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ABSTRACT

This project focuses on image quality assessment (10A), especially in the problems
of estimating the quality of an image blindly or without the presence of reference
information. Previous blind 10A (BIQA) models often utilize transform-based quality
predictive features to perform their quality prediction. This approach, however, can
be computationally expensive due to the need of image transformation process. This
project attempts to alleviate this by developing a transform free BIQA model that
operates on the image spatial domain. The model use generalized Gaussian
distribution (GGD) and asymmetric generalized Gaussian distribution (AGGD)
statistical parameters as quality predictive features. The project involves extracting
relevant quality predictive features from the image's spatial domain, developing a
quality prediction model through support vector regression (SVR) utilizing the
extracted features and analyse the model’s performance through comparison with
several available BIQA models in terms of prediction accuracy, generalization

capability as well as computational requirement.
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ABSTRAK

Projek ini memberi tumpuan kepada penilaian kualiti imej (I0A), terutamanya
dalam permasalahan penilaian kualiti sesuatu gambar tanpa kehadiran maklumat
rujukan . Model penilaian kualiti imej tanpa rujukan (BIQA) terdahulu menggunakan
ciri ramalan kualiti berasaskan transformasi untuk menilai kualiti sesuatu gambar.
Pendekatan ini boleh dianggap mahal dan rumit kerana memerlukan proses
transfomasi imej. Projek ini cuba mengatasi masalah tersebut dengan membangunkan
model BIQA tanpa tranfomasi dimana ia beroperasi dalam domain spatial imej. la
menggunakan parameter statistik “generalized Gaussian distribution (GGD)" dan
“asymmetric Gaussian generalized (AGGD) " sebagai ciri ramalan kualiti. Projek ini
melibatkan kerja-kerja mengekstrak ciri ramalan kualiti yang relevan dari domain
spatial sesuatu imej, membangunkan model ramalan kualiti melalui “support vector
regression (SVR)" menggunakan ciri-ciri yang diekstrak dan menganalisis prestasi
model tersebut melalui perbandingan dengan beberapa model BIQA yang ada dari

segi ketepatan ramalan, keupayaan generalisasi serta keperluan pengkomputeraan.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

In recent years, advances in innovation have allowed for pictures and videos to be
captured effortlessly and efficiently, stored, compressed, transmitted and displayed on
the range of digital devices such as HD screen. With the ubiquitous use of digital
images, it is necessary for researcher to have proficient and solid techniques to
evaluate the quality of those images so that the end user will be presented with a
satisfactory quality of experience (QoE). These techniques are normally referred as
image quality assessment (IQA). The aim of IQA is to predict the quality of still image

by generating prediction model that can mimic human quality perception.



A quality of an image represents the characteristic of the image that measure the
visible degradations present in the image. The degradations of an image is present
when the image lose its information due to the existence of distortion such as noise,
blurring and etc. . In image processing, methods for evaluating the quality of an image
can be categorized into two classes which are subjective and objective. For subjective
IQA, quality is evaluated directly by human observers. This means human directly
rates the quality of a sequence of images presented to them in some applications.
However, this method is a difficult task, requires a lot of time and quite expensive thus
making this method irrelevant and impractical in real world applications. In contrast,
objective IQA normally involve developing computer model that automate the process
of estimating quality of an image. The model is designed such that it should be in
agreement with human perception. There are several models have been proposed for
objective IQA depending on the availability of the original undistorted image. The
models can be categorized into three which are full-reference IQA (FR-IQA), reduced-
reference IQA (RR-IQA) and no-reference IQA (NR-IQA) or also known as blind
IQA (BIQA). In FR-IQA, it requires the comparison between full information of the
original image and the distorted image to predict the quality of image. Examples of
FR-IQA models are feature similarity index (SSIM), multi-scale SSIM (MS-SSIM)
and edge strength SSIM (ESSIM). In contrast to FR-IQA, RR-IQA performs quality
assessment using only partial information of the original image. Instead of requires a
full reference, only minimal set of reference image are extracted and then used with
the distorted image to predict the quality of the image. However, both FR-IQA and
RR-IQA are not practical for some applications where the availability of any original

information may be impossible. For such cases, a BIQA model is preferred. With



BIQA model, it automatically assess the quality scores of an image without any

reference to the original image.

In addition, BIQA models can be further categorized into two classes which are
distortion-specific (DS) and non-distortion-specific (NDS) [1]. DS model is only
capable of assessing the quality of images distorted by a particular distortion type,
such as blockiness, ringing, blur or noise [2]. Meanwhile, NDS is more practical as it
can estimate image quality regardless the kind of distortions like fast fading. blur.
JPEG, JPEG2000 and white noise. NDS BIQA models can also be divided into two
categories which are natural scene statistic (NSS) based and learning based. The NSS
based approach designs the quality predictive features using prior knowledge of the
image while the learning based approach uses features which are directly extracted
from the image raw data. The NSS based approaches can be either transform-based or
transform-free whereby transform-based requires the image to be transformed into
frequency domain using wavelet transform, discrete cosine transform or contourlet

transform. Transform-free does not require such operation.

1.2 Problem Statement

The interest of developing BIQA model is fast increasing in the last few years.
Various BIQA models have been developed and proposed for image processing
applications. For example, Blind Image Quality Index (BIQI) and Distortion
Identification based Image Verity and Integrity Evaluation index (DIIVINE). These
models frequently use transform-based quality predictive features to quantify the
quality of an image. This approach, however, can be computationally expensive due

to the need of image transformation process. To address this problem, one requires to



try to develop BIQA model that can design quality predictive features without having

to undergo the image transformation process.

1.3 Objectives

The aim of this project is to develop a transform-free BIQA model that operates
on the image spatial domain in order to predict the quality of an image consistent with
human perceptual measures. This aim can be achieved by fulfilling the following

objectives :

1. To extract relevant quality predictive features from the image’s spatial domain.

2. To develop a quality prediction model through support vector regression
(SVR) utilising the extracted.

3. To analyse the model’s performance through comparison with several
available BIQA models in term of prediction accuracy, generalisation

capability as well as computational requirements.

1.4 Scope of Project

This project only focus on developing BIQA model. FR-IQA and RR-IQA models
are not covered in this project. The model proposed to be develop is based on NSS-
based approach. Furthermore, the model is intended for NDS cases rather than DS.
Features are designed using image information in the spatial domain without having
to go transformation process. There are various learning techniques to develop quality
prediction model. For example, simple linear regression, decision trees. support vector
machine/regressor (SVM/SVR), neural network and deep learning. For this project,

SVR is chosen to learn the model.



