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ABSTRACT 

Deep Convolutional Neural Network (CNN) algorithm has recently gained 

popularity in many applications such as image classification, video analytic, object 

recognition and segmentation. Being compute-intensive and memory expensive, CNN 

computations are common accelerated by GPUs with high power dissipations. Recent 

studies show implementation of CNN on FPGA and it gain higher advantage in term 

of energy-efficient and flexibility over Software-configurable-GPUs. However, unlike 

high-end GPU which have large memory on chip, FPGA on the other hand, has limited 

memory on chip and could have fatal bottleneck if the kernel was not properly 

pipelined.  Thus, in this work, a FPGA accelerator with a new architecture of deeply 

pipelined OpenCL kernel is proposed to optimize the accelerator throughput under 

FPGA constraints such as memory capacity and clock frequency. The proposed 

framework is verified by implement Tiny-Yolo-V2 on the DE1-SoC. The design 

development in this project is HLS approach to ease programming effort from writing 

complex RTL codes and provide fast verification through emulation and profiling 

tools provided in the OpenCL SDK v16.1. 
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ABSTRAK 

Algoritma Deep Convolutional Neural Network (CNN) baru-baru ini telah 

mendapat populariti dalam pelbagai applikasi seperti klasifikasi imej, analitik video, 

pengiktirafan objek dan segmentasi. Algoritma begini memerlu pengiraan intensif dan 

memori yang besar untuk berfungsi. Algorithma ini biasa digunakan dalam GPUs 

dengan pelesapan kuasa tinggi. Dalam kajian baharu menunjukan bahawa FPGA 

memiliki  kelebihan dalam kecekapan tenaga dan program fleksibiliti berbanding 

kepada GPUs. Tetapi, GPU memiliki saiz memori yang besar berbanding kepada 

FPGA dan ia akan membawa issue kesesakan kepada kernel jika kernel tidak 

dioptimumkan. Jadi, projek ini memperkenalkan seni bina kernel baharu bagi 

menyelesaikan masalah memori dan kekerapan jam dalam FPGA. Project ini 

menggunakan rangka kerja Tiny-Yolo V2 pada DE1-SoC. Projek ini juga 

menggunakkan methodologi HLS bagi mempermudahkan usaha pengaturcaraan 

program daripada methodologi  RTL yang kompleks. Methodologi HLS juga memberi  

pengesahan pantas dengan emulasi dan alat profil dalam OpenCL SDK v16.1.    
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CHAPTER 1  

INTRODUCTION  

  This chapter will discuss the background of the project. Additionally, the 

problem statement and objectives of this project will be explained in this chapter. Last 

but not least, the scope and the thesis structure will be included in this chapter as well 

 

1.1 Background  

Computer science engineer and researcher have always dreamed of forging a 

machine that capable of having authentic and extraordinary intelligent. These 

machines are normally inferred as Artificial intelligence (AI), a machine that can have 

original thoughts and take actions based on these thoughts. One of the popular field in 

AI creation is the Machine learning. As the term suggest, it is study of computer 

learning ability in pattern and feature recognition without explicitly programmed. 
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Machine learning was discovered way back to 1943 when two early computer 

scientists named Warren McCulloch and Walter Pitts invented the first computational 

model of a neuron.  

In the recent years, deep neural network has made a big breakthrough in image 

processing field, like image classification and object detection. In fact, last year 

AlphaGo won against Lee Sedol, a world-renowned champion in Go game. There is 

no way AlphaGo was hardcoded given the fact that there are more possible moves in 

Go than there are number of atoms in the universe. This breakthrough was shocking 

and later inspires many company to pursue the field of AI e.g. Deepmind and OpenAI. 

Today AI emerged in many field such as Biomedical, computer vision, model 

generation, text-bots and more. Yet, even with the state of the art deep learning-based 

object detection algorithm, modern hardware suffers expensive computation. Recent 

work [2], [5], [6] shows FPGA outperform GPGPU in performance per watt. In fact, 

with the recent release of new generation High level synthesis(HLS) OpenCL tool 

which highly reduces the hardware development time. As a result, FPGA become an 

attractive selection for CNN accelerator given it has utmost flexibility, short-time-to-

market and energy efficiency.  

Thus, this project focuses on developing an object detection algorithm that runs 

on FPGA accelerator, the DE1-SoC development kit. The DE1-SoC is an embedded 

device that has Hard processor system(ARM) and high-density soft logic fabrics 

FPGA (Cyclone V 22nm). The object detection algorithm used is based on Tiny 

Yolov2[1]. In fact, Tiny Yolov2 has a lightweight CNN architecture backbone that 

run 200fps on a Titan x GPU which is ideal to deploy in an embedded system. In the 

past, FPGA is commonly developed under RTL environment which takes a longer 
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development period. In this project, Intel FPGA for OpenCL SDK 16.1 is used as the 

development environment. Unlike RTL, OpenCL is a High-Level Synthesis(HLS) 

language that works on higher level of abstraction. The SDK offers ease to program 

complex algorithm and easy debugging. OpenCL is a parallel framework for 

accelerating algorithms on heterogeneous system. In fact, the algorithm divided into 

two parts. The c program is written and cross-compiled for ARM32, which is known 

as the host code. The computation focuses on the kernel code which is written in 

OpenCL, so it will be compiled as hardware image executable, aocx file into FPGA to 

reprogram its soft logics. 

1.1.1 Problem Statement  

Undoubtedly, one ultimate goal of computer vision field is the machine 

capability to understand what the image implies just like what human does effortlessly 

and perform decision and tasks based on what it precept. In fact, the recent 

breakthrough allows computer to recognize images better than human. However, these 

deep learning algorithms are computationally expensive and harder to implement in 

real time without enough computing power supplied. Inference is the part that comes 

to implement in real world application. Most deep learning training are conducted 

offline in GPUs due to the utmost performance they offered and availability. 

Additionally, Main vendor like Nvidia and AMD have made deep learning libraries 

support for their own devices. Despite the performance GPU offers, GPU are 

extremely power hunger computing devices which is not a good choice when there is 

energy constraint in the problem domain. FPGA on the other hand, offers more 

performance per watt and programmability. The advantages of energy efficiency, 

reconfigurable interconnections and massive processing elements provided by the 

Field Programmable Gate Array (FPGA) are naturally suitable to be implemented as 


