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ABSTRACT 

This work presents design and development of Deep Learning Convolutional 

Neural Network (CNN) on an Field Programmable Gate Array (FPGA). In recent, 

CNN is a challenging research area in terms both software and hardware. However, 

software implementations tend to be prohibitively slow due to more of the neural 

networks run on sequentially operation architecture. The objective of this work is to 

develop the deep learning CNN on FPGA since hardware implementations perform 

parallel computation of each neuron in the layers can be made faster. FPGA are 

construction of programmable logic, which are not only erasable and flexible for 

design the realize the algorithm like the software, but also have a great speed to operate 

some kinds of algorithm due to FPGA has parallel execution ability. This work focuses 

on handwriting recognition where the machines has the ability to receive and interpret 

intelligible handwritten input from the sources. Researchers all over the world have 

achieved successful results in handwritten recognition which can be divided into 

handwritten numeral recognition, character and cursive word recognition. Neural 

network is the way people used to realize the pattern classification and image 

recognition. The design in this work utilize filter which acts as feature detectors from 

the original input image to extracted and recognized the patterns in images. The speed 
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and the accuracy of the CNN implemented on an FPGA are analysed. Digits and 

numbers are successfully recognized by the system. 
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  ABSTRAK 

Kajian ini membentangkan mereka dan membina Convolutional Neural Network 

(CNN) pada Field Programmable Gate Array (FPGA). Pada kebelakangan ini, CNN 

merupakan kawasan penyelidikan yang mencabar dari segi perisian dan juga 

perkakasan. Walau bagaimanapun, pelaksanaan perisian cenderung melambatkan 

perlahan kerana lebih banyak rangkaian saraf berjalan pada senibina operasi secara 

berurutan. Objektif kajian ini adalah untuk mereka CNN dalam FPGA kerana 

perkakasan melaksanakan pengiraan selari setiap neuron dalam lapisan boleh dibuat 

dengan lebih cepat. FPGA merupakan pembinaan logik diprogramkan, bukan sahaja 

boleh dipadam tetapi juga fleksibel untuk mereka sedaran algoritma seperti perisian, 

kelajuan untuk mengendalikan beberapa jenis algoritma juga hebat kerana FPGA 

mempunyai keupayaan pelaksanaan selari. Kajian ini memberi tumpuan kepada 

pengiktirafan tulisan tangan mesin yang mempunyai keupayaan  untuk menerima dan 

mentafsirkan input tulisan yang boleh difahami dari sumber. Penyelidik di seluruh 

dunia mencapai keputusan yang berjaya dalam pengenalan tulisan tangan yang boleh 

dibahagikan kepada pengiktirafan nombor, watak dan juga pengiktirafan perkataan 

kursif. Rangkaian neural merupakan cara manusia menggunakan untuk menyedari 

klasifikasi corak dan pengiktirafan imej. Reka bentuk dalam kajian ini menggunakan 
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penapis yang bertindak sebagai pengesan ciri dari imej input asal untuk diekstrak dan 

diiktiraf corak dalam imej. Kelajuan dan ketepatan CNN yang dilaksanakan pada 

FPGA dianalisis. Digit dan nombor Berjaya diiktiraf oleh system. 
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INTRODUCTION  

 This thesis proposes the design and development of Convolutional Neural Network 

(CNN) on Field Programmable Gate Arrays (FPGA). This chapter discusses about the 

project background and motivation, objectives, problem statement and the scope of 

the project. 

1.1 Background  

Deep Learning CNN is a challenging research region in terms both software and 

hardware. CNN consists of one or more convolutional layers and then followed by one 

or more fully connected layers in a multilayer neural network. The architecture of a 

CNN is designed to take advantages of the two-dimensional structure of an input 

image with local connections and tied weights followed by some form of pooling 

which results in translation invariant features. The advantages of CNN also include 
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they have many parameters compared to the fully connected networks with the same 

number of hidden units. CNN are easy to train. The feedforward structure of CNN is 

classified in three layers which are subsampling layer, convolutional layer and the 

fully connected layer.  

Machine recognition, description, classification and image processing are critical 

problems in variety of scientific disciplines and engineering such as biology, 

marketing, medicine, psychology, artificial intelligence and computer vision. 

Handwriting recognition is the capability of the machines that receive and interpret 

intelligible handwritten input from the sources. Neural network is the way people used 

to realize the pattern classification and image recognition. 

FPGA are the construction of programmable logic, which are not only erasable and 

flexible for design and realize the algorithm like the software, but also have a great 

speed to operate some kind of algorithm especially running parallel algorithm due to 

FPGA has parallel execution ability. 

Deep learning CNN on an FPGA can be applied to many applications such as 

handwritten digits recognition and handwritten documents recognition. It also can be 

used as facial recognition system on chip which the design methodology can be used 

to integrated entire components of a target system into single chip so that it can applied 

to one chip implementation of face recognition for wearable or mobile applications 

with compact size and weight. Facial recognition on chip for wearable or mobile 

application can allow users to authenticate themselves by looking at the camera, 

allowing financial transactions. Besides that, a policeman wears the device around the 

neck and by accessing a registered database, can automatically check the information 

of the person in front of him.  
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1.2 Objectives 

1. To identify the key parameters of the implementation CNN on FPGA platform. 

2. To develop the deep learning CNN on FPGA platform. 

3. To analyse the performance of the CNN implemented on an FPGA board.  

 

1.3 Problem Statement 

Nowadays, software implementations incline to be prohibitively slow due to more 

of the neural networks run on sequentially operation architectures. Unfortunately, it is 

impossible to compute or ‘multiple and adds’ or multiple connections synchronously. 

A fully software implementation is more flexible and easier debugging. However, it 

usually requires higher hardware capabilities such as a large amount of memory and 

powerful processor. Therefore, hardware implementations of neural networks are 

perform, the ‘multiple and adds’ can be performed synchronously and The parallel 

computation of each neuron in the layers can be made faster. The hardware 

implementation is characterized by its high speed, lower power consumption and 

concurrency. 

1.4 Scope of Work 

This work focuses on design and development of Deep Learning CNN on an FPGA. 

The developed CNN codes will be analysed and enhanced. The simulation of codes 

will be proceeded in the Linux Ubuntu 16.04 LTS. The DE1-SoC Linux image will be 

configured to send and receive text. The programs will be written and compiled on the 

host computer and then transfer the resulting executable onto Linux file system which 

is microSD. The performance of CNN will also be analysed. 


