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ABSTRACT 

 

 

 

 

 Oculus Rift is a newly introduced technology in this market. It has the features 

which allow user or player to see virtual reality in it when wearing it. The virtual object 

or environment build in Oculus Rift can be interacted only if the user or player bought 

the Leap Motion or specially made controller for it. Leap Motion is a tracking sensor 

which tracks down both hand in the range of 120°. As long as the virtual object build 

inside the Oculus Rift is integrated to the Leap Motion function then user or player can 

interact with the object without a controller. After all, Oculus Rift has not been utilized 

to the fullest potential for instance, it should be able not only usable in virtual reality 

but as well as Augmented Reality which brings this technology alive. 

 

 In this project, I plan to bring in Augmented Reality into Oculus Rift as current 

Oculus Rift does not support this feature. It can only be played around with virtual 

reality which has limited the versatility of this technology. Furthermore, interacting a 

virtual object with controller is not truly experiencing Augmented Reality. Thus, it 

should be integrated to Leap Motion in Augmented Reality.  

 

 I propose to use two budget webcams as for the purpose to render stereoscopic 

image into the Oculus Rift and thus user or player can experience a 3D image inside 
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Oculus Rift. In order to build a virtual object for interaction purpose, Unity 3D will be 

used to create the graphical interface. Beside creating graphical interface, Unity 3D 

can also render the output image from both webcams. Stereoscopic image will help 

human to differentiate or identify the object clearly as well as the distance itself. Due 

to low budget, the webcam which comes with low specification does affect the result. 

The major affected results are the colour resolution, sharpness and frame per second. 

 

 To enhance user experience, Leap Motion feature will be integrated into this 

project as well. Seeing a virtual object in real life and user is capable on interacting it 

can bring lots of benefits toward human activities. The most significant field which 

will be benefit from this technology is education. During the lesson, students 

understanding towards the knowledge or message which teacher is trying to deliver 

will be increased as they can see the virtual object itself and interaction makes the 

virtual object alive. Beside this, medical field will be benefit with this technology to 

reduce the risk of an operation and a good practice for fresh doctors.  
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

 

 

1.1 Background 
 

Augmented reality is perceived as the future of the technology. It 

transforms the way people see and learn from their surrounding. It is an 

experience that supplements the real world with a virtual layer of information.  

It will greatly help in user experience. For instance, it increases the students 

understanding on science and to related subjects. Even though augmented 

reality is anticipated by the community, but the existing device such as 

Microsoft Hololens is way too expensive to be owned one. This is due the 

device is build with advanced technologies and the involvement of large 

number of engineers who made this device works. Hence, the community can 

only afford Oculus Rift which is a device that allows user experience only in 
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the virtual world with virtual objects. Thus, this project focuses on creating an 

augmented reality environment in a cheaper way by using Oculus Rift. The 

user experience in the augmented reality environment can be improved by 

integrating the Leap Motion to the Oculus Rift to allow user interaction with 

virtual object in augmented reality environment. Leap motion acts as the hand 

gestures recognition device. For example, leap motion detects the hand and 

perform grabbing action if we are trying to grab the virtual object. 

 

 

1.2 Problem Statement 
 

 Since the introduction of Oculus Rift, this technology has offered a new kind 

of technology experience to the user. A new kind of interaction and experience based 

on Virtual Reality. It utilizes the virtual environment which consists of virtual object. 

User tends to picture themselves into the virtual world and at the same time interacting 

with the virtual object. This technology has brought human one step further in the 

development of augmented world. Augmented reality is needed due to some limitation 

that is virtual reality offering. Augmented reality is whereby virtual object exists or 

appears in the real world and on the same time user can interact with the virtual object. 

Imagine if the user can perform a phone call with the virtual feature in the real world, 

it will tremendously improve and ease the human life.  Hence, it can be said that Oculus 

Rift and its features are limited only to the Virtual Reality and not fully implemented 

in Augmented Reality. Users are restricted to interact only with virtual object in virtual 

world. Users are constrained beneath the cover of Oculus Rift and cannot see the 

outside world. Thus, augmented reality with hand gesture recognition will be the real 

solution for this. 
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1.3 Objectives 
 

The main objective of this work is to create an Augmented Reality by using 

Oculus Rift, Leap Motion sensor and a pair of webcams. The following 

objectives will be achieved throughout the implementation of the system: 

 

1. To integrate Oculus Rift & Leap Motion for Augmented Reality by using a 

pair of cameras (Logitech HD310 Webcam). 

 

2. To implement hand gestures control in Augmented Reality by using Oculus 

Rift and Leap Motion. 

 

3. To develop a friendly usable Oculus Rift which attached with Leap Motion 

by using hand gestures control. 

 

 

1.4 Scope of Project 
 

 Since the main concern of the Augmented Reality device is mainly on Oculus 

Rift, Leap Motion sensor and a pair of webcams, this experiment will be conducted in 

Faculty of Electronic and Computer Engineering, University Technical Malaysia 

Malacca Laboratory only. This work is going to focus on integrating the Oculus Rift 

with Leap Motion in Augmented Reality with the recognition of hand gestures feature 

included. A pair of webcams will be needed in order to capture the stereoscopic images 

for the implementation of Augmented Reality whereby the stereoscopic images will 

be projected or rendered onto the Oculus Rift. Since one of the objective is recognition 

of hand gestures, hand gestures recognition will be implemented into the Augmented 

Reality environment with the function of grabbing, interacting and colliding with 

virtual object inside the augmented reality. The hand gestures is detectable with the 

use of Leap Motion sensor. 
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1.5 Thesis Organization 
 

The first part of this chapter is background which includes fundamental, 

history, and existing Augmented Reality applications. These criteria are outlined in 

order to better define specific aspects of Augmented Reality in terms of function and 

feature addressed in this thesis. The second part of in this thesis explains an overview 

of related work. The third part which is methodology provides the tutorial or the steps 

which make up this project. The fourth part outlines the result and performance based 

on the new method of this new model in order to verify if the objectives are achieved. 

Discussion of the result and validity also included in this part. Lastly, fifth part of this 

thesis concludes the whole project and offers future work recommendation for 

improvements of this project. Program codes and gantt chart are contained within the 

Appendices.  
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CHAPTER 2 

 

 

 

 

LITERATURE REVIEW 

 

 

 

 

2.1 Introduction 
 

 In this chapter, the related works have been studied for a better understanding 

and improve the weaknesses of these works. Information and techniques are gathered 

and recorded throughout this work to avoid unnecessary mistakes or decision 

making. 

 

 As the world has been emerging toward virtual reality, people realize it is the 

time to bring the virtual reality to another level which is augmented reality. An 

environment which the user can experience the virtual object in the real world. By 

using Oculus Rift, we are able to modify it into a device which is not just limited to 

virtual reality but also augmented reality. With the combination of Leap Motion 

controller, the hand gestures can be detected and recognized to perform different tasks. 
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This technology will greatly help in any learning field for instance hands on experience 

and education. The real time experience and interaction with virtual object can increase 

and enhance the understanding and knowledge of the user. It may also implement into 

other purposes such as a virtual layout which comes with the features on making call, 

checking email, weather forecast and internet browsing. 

 

 

2.2 System Specification and Details 
 

2.2.1 Stereoscopic Vision 
 

Monocular vision using a single image source provides only 2D view, where 

the third dimension which is depth is missing [1]. Generally, a stereoscopic system 

makes use of pair of views and disparity between these two views provides depth 

information. Stereoscopic systems are functionally very close to our human vision 

system and depth information can considerably improve an experience of user. It 

affects the impression formation when human watch 3-Dimensional things and prevent 

false identification [2]. 

 

Stereoscopic vision is a technique determining the 3-Dimensional position of 

an object by two (or more) simultaneous views of the scene. Compared to the 

monocular vision, it is the enhancement of depth perception, hence, the additional 

information such as disparity and issues related to binocular vision induced difficulties 

and problems on both resizing image and saliency map detection step [3]. 

 

Even though it has complex setting and calibration, yet by implementing the 

standard setting we are able to have a cheap and simple calibration for 3-Dimensional 

reconstruction of an environment [4]. It does not produce any interferences with other 

sensor devices because it is using passive sensor. With this implementation, it can be 
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applied and integrated with other vision routines for instance object recognition, 

tracking, distance measurement and object differentiation [5][6]. 

 

Standard setting of setting and calibrating a stereoscopic vision is by measuring 

the parallel optical axes and coplanar image planes. It is important to undergo the 

procedure of calibrating the Stereoscopic vision in proper way as the wrong way may 

induce headache to the user. For this setting, the two images has to be aligned which 

mean by the epipolar lines has to be corresponded to the horizontal rows of both images 

and the point correspondences are searched over these rows. This setting cannot be 

applied to real cameras as the real cameras do not have these configuration but on the 

mean time, if the camera calibration parameters are known then this standard operation 

procedure is applicable. For example, the focal distance of the two cameras has to be 

paralleled, the entity of lens distortion must not be over distorted as it has to be 

corrected in to the correct position and lastly the relative orientation and position of 

the cameras [7][8][9].  

 

By using the technique, Epipolar Rectification, it can overcome these 

limitation and problems. It transformed each image plane to become collinear and 

parallel to one of the image axes which is usually in horizontal to conjugate epipolar 

lines. Figures 2.1 and 2.2 show that the Epipolar Rectification technique where one is 

the before epipolar lines and the other is after the rectifying process. The rectification 

task of preceding the 3-Dimensional reconstruction can be divided into three different 

categories or stages which are: perspective correction (by considering the relative 

position and orientation of the cameras), lens distortion compensation and bilinear 

interpolation (needed to map the two final images with respect to the original ones, 

whose indexes of the texture map are stored in a Look-Up-Table) [10].   


