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ABSTRAK 

 

 

 

Rangkaian neural menyediakan satu aplikasi yang boleh digunakan dalam pelbagai 

bidang secara luas. Ia adalah teknik baik yang baru untuk menyelesaikan masalah dalam 

pelbagai sistem yang kompleks. Tujuan kajian ini adalah untuk membangunkan satu 

model rangkaian neural buatan berdasarkan model regresi. Dalam sistem yang kompleks 

pengunaan pengiraan matematik seperti kaedah regresi boleh menyebabkan beberapa 

masalah berlaku dan ketepatan sistem ini tidak dapat disimpulkan. Untuk mengkaji 

prestasi rangkaian neural, satu eksperimen direka. Proses mesin pengisaran berkelajuan 

tinggi, dipilih bagi menjalankan ujikaji menggunakan kaedah Box Behken. 29 sampel 

digunakan dengan menggunakan pembolehubah parameter seperti kelajuan pemotongan, 

kadar suapan dan kedalaman pemotongan. Data kekasaran permukaan diperoleh, 

dikumpul untuk digunakan dalam menganalisa model rangkaian neural dan regresi. 

Model regresi menggunakan daripada manakala rangkaian neural menggunakan 

algoritma kabur rangkaian kognitif dengan mengunakan peraturan pembelajaran 

pembezaan hebbian dan fungsi pengaktifan linear. Model matematik yang dibangunkan 

menggunakan kaedah regresi berganda menunjukkan ketepatan 96,637 % , manakala 

sebagai untuk model yang dibangunkan menggunakan pameran rangkaian neural 

ketepatan 99.999976% dan 99.9999596% untuk latihan dan ujian peringkat masing-

masing, dalam meramalkan kekasaran permukaan. Ini menunjukkan kebolehlaksanaa 



ii 

 

dalam rangkaian neural untuk membandingkan kepada regresi berganda. Keputusan ini 

adalah sebagai panduan untuk kajian masa depan atau untuk pelaksanaan dalam sistem 

yang kompleks. 
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ABSTRACT 

 

 

 

Neural network provide an application that can be applied in a broad range. It is a great 

new technique for solving problems in many different disciplines. The purposed of this 

study is to develop a model of artificial neural network based on a model of regression. 

In a complex system, using hard computational such as regression method could cause 

several problems to occur and the accuracy of the system cannot be inferred. In order to 

study the performance of neural network, an experiment is designed. High speed end 

milling is one of the manufacturing processes that are selected for the experiment 

conducted based on the design of experiments using Box-Behken method. 29 samples 

were conducted using variables parameters such as cutting speed, feed rate and depth of 

cut. The data of surface roughness obtain are collected to be used in analyzing the model 

of neural network and multiple regression. Regression model using the second-order 

form while neural network using fuzzy cognitive network algorithm with differential 

hebbian learning rules and linear activation function. The mathematical model 

developed using multiple regression method demonstrate the accuracy of 96.637%, 

while as for the model developed using neural network exhibit an accuracy of 

99.999976% and 99.9999596% for training and testing stage respectively, in predicted 

of the surface roughness.  This shows the feasibility and applicable of neural network 
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compare to multiple regressions. This result is as a guide for future research or 

implement on the complex system.  
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 CHAPTER 1 

 INTRODUCTION 

 

 

 

This section basically will view on the introduction of the thesis. A brief explanation 

on the background of the thesis and followed by a problem statements defined based 

on the theme of the research and an objectives focus of this thesis underlined by the 

limitation. The limitations are underlined on the designed scope for this research. A 

structure on the organization of this thesis research will be given briefly. 

 

1.1 Overview of Research 

Neural network provide an application that can be applied in a broad range. It is a 

powerful new technique for solving problems in many different disciplines. This 

theme of research basically will focus onto two different things. At the end of this 

research will give a correlation in both themes which are difference views; those 

areas are multivariate regression and related to neural network existing application to 

express a neural regression.  

  



2 

 

Linear and nonlinear regression methods are most likely used to modeling the 

mathematical model of regression computation. Based on several methods come up 

from the mathematicians, it can be presented by using this capabilities of 

mathematical model in the computation. This because regression refer as the problem 

to model a continuous dependent variables as a continuous function and can be 

possible to independent variables also. Therefore, classis model used to present linear 

and nonlinear of regression problem. 

In order to relate with this research themes, neural network is a method used to 

develop and design for a regression problem. Hence, the main purpose of this 

research is to demonstrate the optimum use of artificial neural network (ANN) as a 

soft computation tool for determining the multivariable input and output interrelation 

in order determine the function for regression. 

As with any modeling tool, to build a model that is effective need a lot of 

preparation. This preparation involves specifying the model, determining the 

multivariable data involved and justify the model with a sample case of an extracted 

data to be test. (Uys, 2010). 

The concern in this context of research is often many techniques and methods that 

are used in these preparation to compute multivariable data. Therefore in this 

multivariate regression analysis using an artificial neural network, several models are 

proposed previous study will be view as the literature for methods used. 

 

1.2 Problem Background 

In the range of a large environment, a concern into the variables in the system which 

include the multivariable for the pattern recognition is to justify the correlation 

between multivariable influences in certain environment of a system which include 

dependents and independents variables. A computational classic method is often used 

in this situation with a precise result. The concern here is for representing a modeling 

to a linear or nonlinear regression problem, a statistical model especially for 
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nonlinear cannot be express in an explicit form as nonlinear regression model (Uys, 

2010). 

In addition, in the context of regression models, despite a linear or nonlinear, the 

main concern is about the relationship between the dependent and independent 

variables as mathematical function in order to define each other. In generally, as an 

example; of all maps the input for observation,  to an output , defines 

a regression function for the maps, as this is a continuous variables (Uys, 2010).  

The aim to utilize the powerful techniques of neural network can be implies here to 

use it excellent prediction capabilities to replace classic mathematical method. 

However, they are a method and techniques used in the state of preparation of 

statistical nature of a research system. Regression neural network are one of the 

several method purpose that will be discussed in details in the literature review 

section. Drawing a function for the interrelation nodes in a neural network for the 

regression problem of a system is the final state of the research analysis. 

The very important part on this subject is an attempt to express neural networks in 

term and notation of a regression function to develop a regression neural network for 

a replaced mathematical model. The definition to be made on neural regression is 

based on the methods of linear regression. In this way, it will explain how neural 

networks can be fitted into a framework of a regression model. Further in this will 

show how the classification of neural network can be made in regression applications 

as according to Uys (2010). 

Considering in a large environment range of system, for a specific system, involving 

multivariable input that influence the condition of an environmental. Imagine a linear 

pattern from the multivariable time series of data values for that certain system. The 

multivariable factors contribute to the condition of a certain environment need to be 

determined in this case for the interrelation of the variables in between it. 

  


