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ABSTRACT 

 

 

 

 

This report is focus on the application of the automatic speaker recognition 

system for forensic application and it’s called forensic automatic speaker recognition. 

Forensic recognition aims or applies at the use of individualization.Our voice contains 

various characterization or parameters that convey information such as emotion, gender, 

attitude, health and identity. The speaker recognition for this particular project deals 

with the subject of identifying a person based on their unique voiceprint present in their 

speech data. There is another important stage that happens before voice feature 

extraction which called the pre – processing, where it ensures the voice feature 

extraction contains accurate information that conveys the identity of the speaker. For this 

particular project, the Mel Frequency Cepstrum Coefficient (MFCC) feature is used to 

extract the information or the characterization of the speech signal for a text dependent 

speaker identification system. Vector Quantization- Linde, Buzo and Gray (VQ-LBG) is 

used to quantized a number of centroids by using this particular algorithm. The 

codebook of speaker is constituted by these centroids. To be clear, MFCC are calculated 

in training phase and on the training session. The speaker is identified by using the 

concept of minimum Euclidean distance of the MFCC of each speaker in training phase 

to the centroid of individual speaker in the testing phase. All of development of 

algorithm is performed by using Matlab.The results shows high recognition rate when 

MFCC is used  
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ABSTRAK 

 

 

 

 

 Laporan ini  memberi tumpuan kepada aplikasi sistem pengenal pasti suara 

automatik khususnya untuktujuan forensik. Iabertujuan untuk mengenal pasti suara 

individual.Suara manusia terdiri daripada pelbagai cirri perwatakan yang mengandungi 

informasi seperti emosi, jantina, sikap, kesihatan dan identiti. Pengenal pasti suara untuk 

projek ini berurusan dengan keadaan di mana ia memerlukan pengenal pasti seseorang 

individu berdasarkan ciri-ciri unik yang terdapat dalam data percakapan. Terdapat suatu 

lagi peringkat sebelum peringkat pencirian suara di gunakan. Peringkat ini di namakan 

peringkat pra-pemproses di mana ia memastikan peringatkat pergeluaran ciri suara 

mengeluarkan maklumat yang boleh membantudalam mengenal pasti pemilik suara yang 

diuji. Untuk projek ini khususnya, PekaliMel Frekuensi Cepstrum (MFCC) telah 

digunakan untuk mendapatkan maklumat atau pencirian isyarat ucapanah teks 

bergantung kepada sistem pengenalan.Vektor Pengkuantuman-Linde, Buzo dan Gray 

(VQ-LBG) digunakan untuk mengkuantumkan beberapa sentroid dengan menggunakan 

algoritma tertentu. Codebook suara di hasilkan oleh sentroid. Selain itu, MFCC dikira 

dalam fasa latihan dan sesi ujian. Identiti suara dikenal pasti dengan menggunakan 

konsep jarak minimum Euklidan MFCC setiap penceramah dalam fasa latihan kepada 

sentroid pengucap suara individu dalam fasa ujian. Semua pembangunan algoritma 

dilakukan dengan menggunakan Matlab. Keputusan yang diperolehi menunjukkan kadar 

pengecaman suara yang tinggi apabila MFCC digunakan.   
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

 

 

 This chapter covers the explanation about the main concept of automatic speaker 

recognition system for forensic application. Other than that, the main reason why the 

project is needed is also cover in the objectives of the project. Besides that, what the 

project covers is also explained the scope of project. The main challenge of the project is 

also told in the problem statement of the project. Furthermore, how the project is done is 

also described in the project methodology overview.  

 

 

1.1 Overview  

 

 This project focuses on the application of the use of automatic speaker 

recognition system for forensic application. The characteristic of the forensic 

environment at different level such as the development of hierarchical 

methodology for forensic automatic speaker recognition system by considering 

the requirement of forensic science are studied.  
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 The main aim is to obtain the identity of unknown person (individual x) 

from the crime scene or any evidence that has a link to the unknown person that 

is being investigated. Furthermore, the unknown source can also be attained from 

scientific analysis of evidence presented in trial.  

 

The concept of automatic speaker recognition can be explained using the Figure1.1: 

 

 

 

 

 

Figure 1.1: The General Concept of Speaker Recognition System  

 The Figure 1.1 shows that the unknown source is being compared with the 

known source or someone has their identity claimed as theirs [1-5]. When both of them 

is being compared, it would result in score computation. This score computation will 

give the similarity score between the signal that is received from the crime scene and the 

signal received from the database or the suspect voice.  

 

From the similarity score, the system will decide whether it is accepted (the 

unknown source and the database source is the same person) or it is rejected (the 

unknown source and the database is not the same person. If it is to be accepted, the score 

must be within the decision threshold that has been set earlier on that system.   

 

 

 

S1: identity 

claim  

Accepted or 

Rejected 
Decision 

Threshold 

Enrolled S1 

Model 

 

S2: unknown Source 

Score 

computation 

Similarity 

Score S1- 

S2 



3 
 

1.2 Objectives  

 

The objectives of the project are as shown: 

I. To study mathematical of algorithm in development of automatic speaker 

recognition system. The appropriate algorithm is finding to be used in automatic 

speaker recognition 

II. To apply the algorithm by using the Matlab Simulink software. Then, we relate 

the algorithm with in automatic speaker recognition application 

III. To learn an algorithm of automatic speaker recognition system. Thus, we 

purpose algorithm related to the processing used in audio source separation and 

apply it through Matlab software.  

 

 

1.3 Problem statement 

 Speaker recognition system has its own challenge when it’s involves with 

speaker identification and speaker recognition. This is where the problem starts to arise. 

This system is based on the premise that a person’s speech exhibits characteristic that 

are unique to the speaker. Each speech signals that is generated through the training and 

testing session can be greatly different due to the fact of people voice can change 

through time, health condition, speaking rates and so on [1]. 

  Furthermore, there is also problem that beyond speaker variability that can make 

the speaker recognition system is more questionable is the acoustical noise and 

variations in recording environment for example is the speaker uses different telephone 

handsets [2]. This type of issue could be resolved by using speech feature extraction and 

feature matching. In feature extraction there is a processor that is called Mel-frequency 

cepstrum coefficient processor (MFCC) [3].  

 Speaker recognition system can also be used as a forensic application [4].  In this 

particular situation, it deals with the issue of how scientist must report to the judge or 
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jury their conclusion when speaker recognition techniques are used [5]. Other than that, 

it could also assist in determining specific individuals (suspected speaker) is the source 

of a questioned voice recording (trace) [6].  

 The worth of the voice evidence contributed by the speaker recognition 

technique is determined by forensic expert’s role, but in the end it is still up to the jury 

or judge whether to use the information as an aid in their investigation or not [7].   

 

 

1.4 Scope of project 

 

The scopes of this project are: 

 

I. Design the new algorithm of automatic speaker recognition system in forensic 

application. We can explore the many algorithms in this application and 

consequently propose new solutions of speaker recognition 

 

II. Implement an algorithm of speaker recognition system using Matlab software. 

We examine the relationship between objective performances with algorithm 

used by speaker recognition.  

 

III. Develop new methods or techniques of speaker recognition system such as Mel-

Frequency Cepstrum Coefficient (MFCC). We can know the suitability, 

advantages and disadvantages of MFCC techniques to be used in speaker 

recognition 
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1.5 Project Methodology Overview 

 

 This particular project is developed for speaker recognition for unknown sources 

with the known sources. The unknown sources might be from the crime scene itself or 

from any phone conversation that has been tapped to the local, police department. This 

unknown source can be assumed as forensic evidence. The forensic evidence can be 

defined as the relationship between such trace, whose source is unknown and some 

other material, which was generated by a known source or known as suspect. Usually, 

both of them related to a given crime or offense [2]. Therefore, this project would 

substantially important to help the jury give their judge and it is done by the use of 

feature extraction technique such as Mel- Frequency Cepstrum Coefficient (MFCC) 

and the feature matching technique such as Vector Quantization LBG (VQ LBG).    

 

1.6 Thesis Overview 

 The objective of this thesis is ti provide understanding, propose and implement 

appropriate algorithm for feature extraction technique such as Mel-Frequency Cepstrum 

Coefficient (MFCC) and the feature matching technique such as Vector Quantization 

Linde, Buzo and Gray (VQ-LBG).  

Based on that perspective, the chapters are organized and presented as follows: 

 Chapter 1: Introduction. This chapter is give a comprehensive overview 

of feature extraction, feature matching and related to it. This includes the 

objective and problem statement of this thesis, scope of project, and project 

methodology overview. 

 Chapter 2: Literature Review. This chapter presents methods for the 

automatic speaker recognition in forensic applications. It is described about the 

recognition rate achieve by using these methods.  
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 Chapter 3: Methodology. In this chapter, investigations are carried out to 

clarify some algorithms. The first part of the chapter described how these 

technique that used in automatic speaker recognition in forensic applications. 

Then, why these technique is chosen in speaker recognition 

 Chapter 4: Result & Discussion. This chapter describes preliminary 

result that achieve in this thesis is used in automatic speaker recognition.  

 Chapter 5: Conclusion. Finally, conclusion of this thesis is obtained 

including the recommendation for future work in automatic speaker 

recognition 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

CHAPTER 2 

 

 

 

 

LITERATURE REVIEW 

 

 

 

 

This chapter covers the explanation on the concept of Automatic Speaker recognition 

(ASR) system. Basically, the concept of the ASR is divided into two main parts which 

are the feature extraction and feature matching or speaker modelling. Both part will be 

describe thoroughly in this chapter.  

 

 

2.1   Methods/Techniques 

 The identification task is the main aim for speaker recognition and the main 

objective for this speaker recognition is to recognize the unknown speaker from a set of 

a known speaker.  

The basic modules that are vital in this automatic speaker recognition system are:  

I. Frond-end processing: 

This is where the sampled speech signal is converted to a set of feature 

vector. In feature vector, each sampled signal will be characterized based on 

its properties of speech [15]. These properties of speech can be used to 
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distinguish or separate different type of speaker. This front end processing is 

involved directly during the training and testing phase.  

 

II. Speaker modeling: 

Feature data is reduced in this phase by modeling the distribution of the 

feature vectors 

 

III. Speaker database: 

Each speaker model is stored in this phase 

 

IV. Decision logic: 

The system will make the final decision about the identity of speaker by 

comparing the unknown feature vector to all models that have been trained 

and stored in the database [16-19]. The best matching model will be selected 

from the database [20].  

 

 

2.2 Feature Extraction 

 Feature extraction is the process that characterizes the sampled speech signal to 

make it unique from each other. In other word, feature extraction converts digital speech 

signal into sets of numerical descriptors called feature vectors that contain key 

characteristics of the speaker.  

 Furthermore, feature extraction is the process obtaining different features of 

voice signal such as amplitude, pitch and the vocal tract [1].It is a task of finding 

parameter set obtained from the input voice signal. Besides that, extracted features 

should have some criteria in dealing with the speech signal such as [5]: 

 Stable over time  

 Should occur frequently and naturally in speech  

 Should not be susceptible to mimicry  
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 Easy to measure extracted speech features  

 Shows little fluctuation from one speaking environment to another  

 Discriminate between speakers while being tolerant of intra speaker variabilities  

 

 

2.2.1  Mel Frequency Cepstrum Coefficient (MFCC) 

 The most popular and prevalent method that often to be used in voice feature 

extraction is called MelFrequency Cepstum coefficient. MFCC is based on the human 

peripheral auditorysystem [1-5].The human perception of the frequency contentsof 

sounds for speech signals does not follow a linear scale [2-12]. Due to this fact, each 

tone with an actual frequency, f measured in Hz, a subjective pitch is measured on a 

scale called the Mel scale.  

 The Mel frequency scale is a linear frequencyspacing  1000 Hz and logarithmic 

spacing 1kHz.As a reference point, the pitch of a 1 kHz tone, 40 dB the perceptual 

hearing threshold, is defined as1000 Mels [1-5].  

The difference between the MFC and cepstral analysis is that the MFC maps 

frequency components using a Mel scale modeled based on the human ear perception of 

sound instead of a linear scale [1-5]. The short-term power spectrum of a sound using a 

linear cosine transform of the log power spectrum of a Mel scale is being used in the 

Mel frequency cepstrum. The formula for this Mel scale is:  

𝑀 = 2595 𝑙𝑜𝑔10  
𝑓

700
+ 1     (2.1) 

where f is the actual frequency (Hz). 
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Figure 2.1: Mel Frequency (Mels) Against Frequency (Hz) 

 

 From the Figure2.1, there is obvious evidence that 1000 Hz is equal to the same 

value of the Mel Freqeuncy (Mels).  In another word, if 1000 Hz is the actual frequency, 

then 1000 Mels will be the result of the of the conversion between normal frequency 

value and Mel value. The same concept is applied with the 2000 Hz act as an actual 

frequency, the result will be 2000 Mels.  

  The reason that frequency domain parameters are used instead of the normal time 

domain is due to the fact that the frequency domain parameters are much more 

consistent and accurate than time domain features. Someone has listed the steps leading 

to extraction of MFCCs: Fast Fourier Transform, filtering and cosine transform of the 

log energy vector [5]. The mapping of acoustic frequency to a perceptual frequency 

scale called Mel scale would produce MFCC.  
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